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Abstract

Learning sparse models is an important topic in machine learning, in particular with
the ever increasing dimensionality of data. In this candidacy thesis, we extend the existing
work on sparse optimization from the existing literature to various settings.

First, calculating first-order gradients of the objective function in real-world scenarios
can be costly or even impossible. In such cases, zeroth-order (ZO) gradients can be a
useful alternative. However, the compatibility of ZO gradients with the hard-thresholding
operator - a dominant technique for solving ¢, constrained optimization - is still unresolved.
To address this challenge, we propose a new algorithm called stochastic zeroth-order
gradient hard-thresholding (SZOHT). The algorithm uses a novel random support sampling
method to estimate ZO gradients and has a general ZO gradient estimator. We provide
convergence analysis for SZOHT under standard assumptions and identify a conflict between
the expansivity of the hard-thresholding operator and the deviation of ZO estimators. We
also establish a theoretical minimum value for the number of random directions in ZO
gradients. Our experiments show that SZOHT’s query complexity is independent or weakly
dependent on the dimensionality under different settings. Furthermore, we demonstrate the
effectiveness of SZOHT in solving portfolio optimization problems and black-box adversarial
attacks.

Second, in the special case of sparse linear regression, recently, iterative regularization
methods have emerged as a promising fast approach for sparse recovery. Indeed, they can
achieve recovery in one pass through early stopping, rather than the tedious grid-search
used in the traditional methods. Since directly using the ¢y norm is NP-hard, most of
those iterative methods are based on the ¢; norm which requires restrictive applicability
conditions and could fail in many cases. Therefore, achieving sparse recovery with iterative
regularization methods under a wider range of conditions has yet to be further explored. To
address this issue, we propose a novel iterative regularization algorithm, IRKSN, based on
the k-support norm regularizer rather than the /; norm. We provide conditions for sparse
recovery with IRKSN, and compare them with traditional conditions for recovery with
{1 norm regularizers. Additionally, we give an early stopping bound on the model error
of IRKSN with explicit constants, achieving the standard linear rate for sparse recovery.
Finally, we illustrate the usefulness of our algorithm on several applications, including
sparse prediction on gene microarray data, and we show that IRKSN achieves comparable
prediction to state of the art methods, with an efficient early stopping rule.

Finally, we present the future directions that we will explore, to provide an even fuller
and unified picture of our results.
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Chapter 1

Preliminaries

Throughout this paper, we denote by ||| the Euclidean norm for a vector z € R%, by
||| the maximum absolute component of that vector, and by ||x||o the £y norm (which is
not a proper norm). For simplicity, we denote f¢(-) := f(-,&). We call up (resp. Vpf(x))
the vector which sets all coordinates i ¢ F' of w (resp. Vf(x)) to 0. We also denote by x*
the solution of problem (2.1) defined in the introduction, for some target sparsity k* which
could be smaller than k. Additionally, f denotes any convex function. To derive our result,
we will need the following assumptions on f.

Assumption 1 ((vg, s)-RSC, [13,50,55,63,67,80,96]). f is said to be vs restricted strongly
convexr with sparsity parameter s if it 1s differentiable, and there exist a generic constant v
such that for all (z,y) € R with ||z — yllo < s:

f@) > f(@) + (Vf(@).y — @) + e -yl

Assumption 2 ((Ls, s)-RSS, [67,80]). For almost any &, fe is said to be Ly restricted
smooth with sparsity level s, if it is differentiable, and there exist a generic constant Ly
such that for all (z,y) € R with ||z — yllo < s:

IVfe(x) = Vie(y)ll < Ll -yl

Assumption 3 (02-FGN [39], Assumption 2.3 (Finite Gradient Noise)). f is said to
have o-finite gradient noise if for almost any &, fe is differentiable and the gradient noise
o=o0o(f,§&) defined below is finite:

0? = Ee[|V fe(a")|12]
Remark 1. Even though the original version of [79] uses the €y norm, we use the s norm
here, in order to give more insightful results in terms of k and d, as is done classically in
Uy optimization, similarly to [101]. We also note that in [79], * denotes an unconstrained
mainimum when in our case it denotes the constrained minimum for some sparsity k*.

We will also need the more usual smoothness assumption:

Assumption 4 (L-smooth). For almost any §, fe is said to be L smooth, if it is differen-
tiable, and for all (z,y) € R? :

IVfe(®) = Vie(y)ll < Lz -y



Chapter 2

Literature Review

2.1 Sparse Zeroth-Order Optimization

{y constrained optimization is prevalent in machine learning, particularly for high-dimensional
problems, because it is a fundamental approach to achieve sparse learning. In addition to im-
proving the memory, computational and environmental footprint of the models, these sparse
constraints help reduce overfitting and obtain consistent statistical estimation [18,64,71,97].
We formulate the problem as follows:

min {f(@) = Bef(@,8)}, st o< (2.1)
where f(-,€) : R? — R is a differentiable function and £ is a noise term, for instance related
to an underlying finite sum structure in f, of the form: E¢f(x, &) = £ Y7 | fi(x). Hard-
thresholding gradient algorithm [43,67,96] is a dominant technique to solve this problem. It
generally consists in alternating between a gradient step, and a hard-thresholding operation
which only keeps the k-largest components (in absolute value) of the current iterate. The
advantage of hard-thresholding over its convex relaxations ( [23,87]) is that it can often
attain similar precision, but is more computationally efficient, since it can directly ensure
a desired sparsity level instead of tuning an ¢, penalty or constraint. The only expensive
computation in hard-thresholding is the hard-thresholding step itself, which requires finding
the top k elements of the current iterate. Hard-thresholding was originally developed in

its full gradient form [13], but has been later on extended to the stochastic setting by [67],
which developed a stochastic gradient descent (SGD) version of hard thresholding (StolHT),
and further more with [101], [80] and [50], which used variance reduction technique to

improve upon StolHT.

However, the first-order gradients used in the above methods may be either unavailable
or expensive to calculate in a lot of real-world problems. For example, in certain graphical
modeling tasks [90], obtaining the gradient of the objective function is computationally hard.
Even worse, in some settings, the gradient is inaccessible by nature, for instance in bandit
problems [79], black-box adversarial attacks [25,20,86], or reinforcement learning [27,56,77].
To tackle those problems, ZO optimization methods have been developed [66]. Those
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Table 2.1: Complexity of sparsity-enforcing algorithms. We give the query complexity for a
precision &, up to the system error (see section 3.1.2). For first-order algorithms (FO), we
give it in terms of number of first order oracle calls (#IFO), that is, calls to V f(z, &), and
for ZO algorithms, in terms of calls of f(&,-). Here x denotes the condition number %, with
L is the smoothness (or RSS) constant and v is the strong-convexity (or RSC) constant.

Type Name Assumptions #1720 /#1IFO #HT ops.
FO/¢y StoIlHT [67] RSS, RSC O(rlog(L)) O(rlog(L))
ZO/t; RSPGF [34] smooth® O(L) -
70/t 7ZSCG?| convex, smooth O(4) o

s-sparse gradient,
Z0/t; ZORO [20]  weakly sparse hessian, O(slog(d) log(i)) —

smooth? RSCps!
Z0/t, SZOHT RSS, RSC O((k + %),{2 log(1)) O(x?log(1))
Z0/t, SZOHT smooth, RSC O(kr? log(%)) O(K? log(i))
I The definition of Restricted Strong Convexity from [20] is different from ours and that of [67],

hence the bis subscript.

2 We refer to the modified version of ZSCG (Algorithm 3 in [7]).

3 RSPGF and ZORO minimize f(x) + A||z||1: only f needs to be smooth.
methods usually replace the inaccessible gradient by its finite difference approximation
which can be computed only from function evaluations, following the idea that for a
differentiable function f : R — R, we have: f'(z) = limj_ w Later on, ZO
methods have been adapted to solve problems constrained to a convex set, such as the
¢y convex relaxation of problem (2.1). To that end, [34], and [20] introduce proximal
ZO algorithms, [54] introduce a ZO projected gradient algorithm and [5] introduce a ZO
conditional gradient [19] algorithm. We provide a review of those results in Table 2.1. As
can be seen from the table, their query complexity is high (linear in d), except [20] that
has a complexity of O(slog(d) log(%)), but assumes that gradients are sparse. In addition,
those methods must introduce a hyperparameter A (the strength of the ¢; penalty) or R
(the radius of the ¢; ball), which need to be tuned to find which value ensures the right
sparsity level. Therefore, it would be interesting to use the hard-thresholding techniques
described in the previous paragraph, instead of those convex relaxations.

Unfortunately, ZO hard-thresholding gradient algorithms have not been exploited
formally. Even more, whether ZO gradients can work with the hard-thresholding operator
is still an unknown problem. Although there was one related algorithm proposed recently
by [5], they did not target ¢, constrained optimization problem and importantly have
strong assumptions in their convergence analysis. Indeed, they assume that the gradients,
as well as the solution of the unconstrained problem, are s-sparse: ||V f(x)|o < s and
lz*|lo < s* ~ s, where * = arg min,, f(x). In addition, it was recently shown by [20] that
they must in fact assume that the support of the gradient is fixed for all & € X, for their
convergence result to hold, which is a hard limitation, since that amounts to say that the
function f depends on s fixed variables.



2.2 Linear Sparse Recovery

In many cases, it is interesting to study a special form of the problem described above, which
is when the function f is the mean squared error in linear regression. This is called sparse
recovery, and is ubiquitous in machine learning and signal processing, with applications
ranging from single pixel camera, to MRI, or radar!. In particular, with the ever-increasing
amount of information, real-life datasets often contain much more features than samples:
this is for instance the case in DNA microarray datasets [38], text data [18], or image data
such as fMRI [11], where the number of features is generally much larger than the number
of samples. In these high-dimensional settings, finding a linear model is under-specified,
and therefore, one often needs to leverage additional assumptions about the true model,
such as sparsity, to recover it. Usually, the problem is formulated as follows: we seek to
recover a sparse vector w* € R from its noisy linear measurements

v = Xw* + €

Here, 4% is a noisy measurement vector, i.e. a noisy version of the true target vector
y = Xw*, X = [z),...,x4 € R™? is a measurement matrix, also called design matrix,
€ € R" is some bounded noise (||€]|2 < d, with § € R, ), and w* is the unknown k-sparse
vector, i.e. containing only k£ non-zero components, that we wish to estimate with a
vector w obtained by running some sparse recovery algorithm on observations y° and X.
Unfortunately, this problem is NP-hard in general, even in the noiseless setting [62].

Due to the NP-hard nature of sparse recovery, existing methods are known to suffer
either from restrictive (or even unknown) applicability conditions, or high computational
cost. Amongst those methods, a first group of methods can achieve an exact sparsity k of
the estimate w: Iterative Hard Thresholding [14] returns an estimate w which recovers w*
up to an error ||w — w*|| < O(6), if the design matrix X satisfies some Restricted Isometry
Property (RIP) [141]. However, as mentioned in [13], this condition is very restrictive, and
does not hold in most high-dimensional problems. Greedy methods, such as Orthogonal
Matching Pursuit (OMP) [35], also can return an exactly k-sparse vector, and bounds on
the recovery of a (generalized version of ) OMP, of the type ||w —w*|| < O(d), can be found
for instance in [92], under some RIP condition.

A second set of methods for sparse recovery solve the following penalized problem:
(P) : min | Xw — 9°|*> + AR(w)

Where R is a regularizer, such as the ¢; norm as is done in the Lasso method [31], and A is
a penalty parameter that needs to be tuned. For a given A, (P) is usually solved through
a convex optimization algorithm, and returns a solution w of (P), as an estimate of w*.
Amongst those, one of the most important algorithms for sparse recovery, the Lasso [33],
has been proven in [10] to give a bound ||w — w*|| < O(d) under the so-called source
conditions (described in Condition 4.3 from [10]) which can be equivalently rewritten as

LAn introduction to this topic, as well as an extensive review of its applications can be found in [31]
and [94].



the fact that: Xg is injective, and max,cg |[(X La, sgn(w))| < 1, with S C [d] the support
of w*, i.e. indices of all the nonzero elements of w*, and S its complement in [d], X; the
Moore-Penrose pseudo-inverse of Xg, and @, is the /-th column of X (we detail this point
further in our paper). Importantly, [10] show that such conditions are even necessary to
achieve a linear rate for the Lasso with a priori choice of the penalty. Following the Lasso,
the ElasticNet was later developed to solve the problem of a design matrix with possibly
high correlations. However, although some conditions for statistical consistency exist for
the ElasticNet [15], to the best of our knowledge, there is no model error bound (and
conditions thereof) for recovery with ElasticNet. Finally, the k-support norm regularization
has also been used successfully as a regularizer [3], with even better empirical results than
the ElasticNet, but no explicit error bounds on model error (and the conditions thereof)
currently exists: indeed, their work was mostly focused on sparse prediction and not sparse
recovery. Efficient solvers have later been derived for the Lasso using for instance coordinate
descent and its variants [29] [13]. However, even with efficient solvers, these penalized
methods need to tune the parameter A\, which is very costly.

Recently, iterative regularization methods have emerged as a promising fast approach
because they can achieve sparse recovery in one pass through early stopping, rather than
the tedious grid-search used in traditional methods. They solve the following problem

(I): min R(w)
st. Xw=1q°

An iterative algorithm is used to solve it, and returns some w to estimate w*. Importantly, w
is obtained by stopping the algorithm before convergence, also called early stopping. One of

the first amongst these methods, SRDI [68], achieves a rate of [|[w —w|| < O(oy/*24%) with

n

high probability, assuming e o~ N(0,0), and two conditions: (1) 3y € (0,1]: XJ Xg >

nvI,q (Restricted Strong Convexity) and (2) 3n € (0,1) : | X5XL]leo <1 —7n. IROSR [29]
uses an iterative regularization scheme that is based on a reparameterization of the problem

(I). They prove a high probability model consistency bound of ||w — w*|| < O(c4/ @),

assuming the ((k + 1, ¢)-RIP for some constant c¢(k, w*, X, ¢). Similar to their work is [99]:
under similar conditions, they also obtain a similar rate. Finally, [60] provide bounds of the
form ||]w — w|| < O(6), under the same source conditions as in [10)].

However, most of those iterative methods are based on the ¢; norm which requires
restrictive applicability conditions and could fail in many cases. Indeed, in those cases, the
conditions for recovery with the methods described above (e.g. RIP, or the source condition
we discussed) do not hold anymore. For instance, in gene array data [102], it is known
that many columns of the design matrix are correlated, and that RIP does not hold. It is
therefore crucial to come up with algorithms for which recovery is provably possible under
different conditions.



Table 2.2: Comparison of the existing algorithms for sparse recovery in the literature,
including their conditions on X and w* required for recovery. T is the number of iterations
each algorithm is ran for, and A is the number of values of A that need to be tried out

(for penalized methods).

(1) assuming e ~ N(0,0?).

(2): Additionally, Xg should be

injective.
METHOD CONDITION ON X BOUND ON ||w — w*|| COMPLEXITY
IHT [11] RIP 0(5) O(T)
LASSO [33] r?€a§(|<X;wg,sgn(w§)>] <1® 0(3) O(AT)
ELASTICNET [102] - - O(AT)
KSN PEN. [3] - - O(AT)
OMP [25] RIP 0(5) o(k)
Fye(0,1]: X{Xg>nvlgg klogd
SRDI ’ O ogdy (1) o(T
- L)) Ixaxtln £1m, Oy @
IROSR [29] RIP O(oy/Fosdy (1) o(T
IRCR [60] max | (X Ly, sgn(w))| < 1) 0(6) o(T
lesS
IRKSN (OURS)  max |(X Las, wi)| < Ij;éigl|<X;mj,wg>| 0(5) O(T)

Les




Chapter 3

Research progress

In this chapter, we provide our research progress: in the first section, we present our result
regarding zeroth-order hard thresholding. Then, in the second section, we present our result
regarding our k-support norm iterative regularization algorithm.

3.1 Zeroth-Order Hard-Thresholding

As described in the Literature Review, there are currently no algorithm that study global
convergence of Iterative Hard Thresholding when the gradients are approximated by zeroth-
order.

To fill this gap, we propose a novel stochastic zeroth-order gradient hard-thresholding
(SZOHT) algorithm. Specifically, we propose a dimension friendly ZO gradient estimator
powered by a novel random support sampling technique, and then embed it into the standard
hard-thresholding operator.

We then provide the convergence and complexity analysis of SZOHT under the standard
assumptions of sparse learning, which are restricted strong smoothness (RSS), and restricted
strong convexity (RSC) [67,80], to retain generality, therefore providing a positive answer
to the question of whether ZO gradients can work with the hard-thresholding operator.
Crucial to our analysis is to provide carefully tuned requirements on the parameters ¢
(the number of random directions used to estimate the gradient, further defined in Section
3.1.1) and k. Finally, we illustrate the utility of our method on a portfolio optimization
problem as well as black-box adversarial attacks, by showing that our method can achieve
competitive performance in comparison to state of the art methods for sparsity-enforcing
zeroth-order algorithm described in Table 2.1, such as |5, 20, 34].

Importantly, we also show that in the smooth case, the query complexity of SZOHT
is independent of the dimensionality, which is significantly different to the dimensionality
dependent results for most existing ZO algorithms. Indeed, it is known from [14] that the
worst case query complexity of ZO optimization over the class F, j, of v-strongly convex and
L-smooth functions defined over a convex set X is linear in d. Our work is thus in line with



other works achieving dimension-insensitive query complexity in zeroth-order optimization
such as |5, 19,20, 20,36,44,52,81,93], but contrary to those, instead of making further
assumptions (i.e. restricting the class F,, 1 to a smaller class), we bypass the impossibility
result by replacing the convex feasible set X' by a non-convex set (the ¢, ball), which is
how we can avoid making stringent assumptions on the class of functions f.

Contributions. We summarize our main contributions as follows:

1. We propose a new algorithm SZOHT that is, up to our knowledge, the first zeroth-order
sparsity constrained algorithm that is dimension independent under the smoothness
assumption, without assuming any gradient sparsity.

2. We reveal an interesting conflict between the error from zeroth-order estimates and the
hard-thresholding operator, which results in a minimal value for the number of random
directions ¢ that is necessary to ensure at each iteration.

3. We also provide the convergence analysis of our algorithm in the more general RSS
setting, providing, up to our knowledge, the first zeroth-order algorithm that can work
with the usual assumptions of RSS/RSC from the hard-thresholding literature.

3.1.1 Algorithm

Random support Zeroth-Order estimate

In this section, we describe our zeroth-order gradient estimator. It is basically composed of
a random support sampling step, followed by a random direction with uniform smoothing on
the sphere supported by this support. We also use the technique of averaging our estimator
over ¢ dimensions, as described in [53]. More formally, our gradient estimator is described
below:

. d <&

Vfe(x) = @Z(fe(er/wi) — fe(x)) wi (3.1)

i=1

where each random direction w; is a unit vector sampled uniformly from the set S§l2 ={u €
R?: |Jullo < 89, ||u|| = 1}. We can obtain such vectors u by sampling first a random support
S (i.e. a set of coordinates) of size s, from [d], (denoted as S ~ U (([de)) in Algorithm 1) and
then by sampling a random unit vector w supported on that support S, that is, uniformly
sampled from the set S¢ := {u € R? : uyy_s = 0, ||ul| = 1}, (denoted as u ~ U(S2) in
algorithm 1). The original uniform smoothing technique on the sphere is described in more
detail in [32]. However, in our case, the sphere along which we sample is restricted to
a random support of size s5. Our general estimator, through the setting of the variable
s9, can take several forms, which are similar to pre-existing gradient estimators from the
literature described below:

o If 59 = d, @fg(w) is the wsual vanilla estimator with uniform smoothing on the
sphere [32].



o If 1 < sy < d, our estimator is similar to the Random Block-Coordinate gradient
estimator from [51], except that the blocks are not fixed at initialization but chosen
randomly, and that we use a uniform smoothing with forward difference on the
given block instead of a coordinate-wise estimation with central difference. This
random support technique allows us to give a convergence analysis under the classical
assumptions of the hard-thresholding literature (see Remark 3), and to deal with huge
scale optimization, when sampling uniformly from a unit d-sphere is costly [19,20]:
in the distributed setting for instance, each worker would just need to sample an
sg-sparse random vector, and only the centralized server would materialize the full
gradient approximation containing up to ¢ss non-zero entries.

Error Bounds of the Zeroth-Order Estimator. We now derive error bounds on
the gradient estimator, that will be useful in the convergence rate proof, except that we
consider only the restriction to some support F' (that is, we consider a subset of components
of the gradient/estimator). Indeed, proofs in the hard-thresholding literature (see for
instance [90]), are usually written only on that support. That is the key idea which explains
how the dimensionality dependence is reduced when doing SZOHT compared to vanilla ZO
optimization. We give more insight on the shape of the original distribution of gradient
estimators, and the distribution of their projection onto a hyperplane F' in Figure A.1 in
Appendix A.5. We can observe that even if the original gradient estimator is poor, in
the projected space, the estimation error is reduced, which we quantify in the proposition
below.

Proposition 1. (Proof in Appendiz A.3.3 ) Let us consider any support F' C [d] of size s
(|F| = s). For the Z0 gradient estimator in (3.1), with q¢ random directions, and random
supports of size so, and assuming that each f¢ is (Ls,, s2)-RSS, we have, with @ng(a:)
denoting the hard thresholding of the gradient V fe(x) on F (that is, we set all coordinates
not in F to 0):

o [EVrfe(@) — Vrfe(@)|” < e
o E|Vrfe(@)|® < erl|Vefe(@)I? +epe| Vi fe(@)|? + oo’

o E|Vife(x) = Vife(@)|* < 2(er + DI[Vrfe(@)|? + 25| Ve fe(@)|* + 2eass®

‘ 2d (s —1)(se — 1)
th e, = L2 sd = 2
wl €y 5Sd, Er q(32+2)( -1 +3 )+ 2,
2d s(sg — 1) 2dL2 ssy (s —1)(sy — 1) 9
c — d abs — 2 ]. L d
- q(32+2)( d—1 ) e q a—1 )Tt

(3.2)

SZOHT Algorithm

We now present our full algorithm to optimize problem 2.1, which we name SZOHT
(Stochastic Zeroth-Order Hard Thresholding). Each iteration of our algorithm is composed

9



of two steps: (i) the gradient estimation step, and (ii) the hard thresholding step, where the
gradient estimation step is the one described in the section above, and the hard-thresholding
is described in more detail in the following paragraph. We give the full formal description
of our algorithm in Algorithm 1.

In the hard thresholding step, we only keep the k largest (in magnitude) components of
the current iterate z*. This ensures that all our iterates (including the last one) are k-sparse.
This hard-thresholding operator has been studied for instance in [$0], and possesses several
interesting properties. Firstly, it can be seen as a projection on the ¢, ball. Second,
importantly, it is not non-expansive, contrary to other operators like the soft-thresholding
operator [30]. That expansivity plays an important role in the analysis of our algorithm, as
we will see later.

Compared to previous works, our algorithm can be seen as a variant of Stochastic Hard
Thresholding (StoIHT from [67]) , where we replaced the true gradient of f¢ by the estimator
V fe(z). Tt is also very close to Algorithm 5 from [ (Truncated-ZSCGD), with just a different
zeroth-order gradient estimator: we use a uniform smoothing, random-block estimator,
instead of their gaussian smoothing, full support vanilla estimator. This allows us to deal
with very large dimensionalities, in the order of millions, similarly to [19]. Furthermore,
as described in the Introduction, contrary to [5], we provide the analysis of our algorithm
without any gradient sparsity assumption.

The key challenge arising in our analysis is described in Figure 3.1: the hard-thresholding
operator being expansive [30], each approximate gradient step must approach the solution
enough to stay close to it even after hard-thresholding. Therefore, it is a priori unclear
whether the zeroth-order estimate can be accurate enough to guarantee the convergence of
SZOHT. Hopefully, as we will see in the next section, we can indeed ensure convergence, as
long as we carefully choose the value of g.

............... 7f: ) — Ve ol \'/ Quality of
measures the quality of 71z (x) - "\ Vf;(x)

I

|P§(i;ﬁ?§(¢xi)$l Non-expansive ”P( ang(x)) P(F ”

k thresholding

since ¥ ~1 < V”x - anf(x) —

Figure 3.1: Conflict between the hard-thresholding operator and the zeroth-order estimate.

3.1.2 Convergence analysis

In this section, we provide the convergence analysis of SZOHT, using the assumptions from
the Preliminaries chapter, and discuss an interesting property of the combination of the
zeroth-order gradient estimate and the hard-thresholding operator, providing a positive
answer to the question from the previous section.

Theorem 1. (Proof in Appendiz A.4.1) Assume that that each f¢ is (Ly, s’ := max(ss, s))-
RSS, and that f is (vs,s)-RSC and o-FGN, with s = 2k + k* < d, with d;k* >k >

10



Algorithm 1: Stochastic Zeroth-Order Hard-Thresholding (SZOHT)

Initialization: Learning rate n, maximum number of iterations T, size of the
random directions support s, number of random directions q, number of
coordinates to keep at each iteration k = O(k*k*), initial point © with
[ lo < k* (typically ' = 0), .

Output: z”.

fort=1,...,7T do

Sample & (for instance sample a train sample 7)

fori=1,...,gdo

Sample a random support S ~ U (([d]))

S2
Sample a random direction w; from the unit sphere supported on S:

u; ~ U (S%)
Compute V fe(x!™'; u;) = % (fe(x + pu;) — fe(x)) uw;;
end
Compute V fe(x!™") = ¢ i Vfe(x ™t uy)
Compute &' = ' — nV fe(z'1);
Compute &' = &! as the truncation of &' with top k entries preserved;
end

P*k* /(1 — p)?, with p defined as below. Suppose that we run SZOHT with random supports
of size sa, q random directions, a learning rate of n = (46;;—51)%, and k coordinates kept at
each iterations. Then, we have a geometric convergence rate, of the following form, with

2 denoting the t-iterate of SZOHT:

* * Pya ")/b
Ele® — '] < (v)' [« — 2] + ( ) ot ( >u

L—7p L—p

with G:77<\/(48FS+2)+€FC(d_k>+\/g>7 b= (\é?ﬂL??\/Tabs);

2
2 v

pPP=1- —1)L2 and y = \/1+ (k*/k+ V(44 k*/k) k:*/k) /2

(4€F +
and  ep,eqs, and e, are defined in (3.2).

(3.3)

Remark 2 (System error). The format of our result is similar to the ones in [96] and [07],
in that it contains a linear convergence term, and a system error which depends on the
expected norm of the gradient at x* (through the variable o). We note that if f has a
k*-sparse unconstrained minimizer, which could happen in sparse reconstruction, or with
overparameterized deep networks (see for instance [75, Assumption (2)]), then we would
have ||V f(x*)|| = 0, and hence that part of the system error would vanish. In addition
to that usual system error, we also have here another system error, which depends on the
smoothing radius p, due to the error from the ZO estimate.

Remark 3 (Generality). If we take sy < s, the first assumption of Theorem 1 becomes
the requirement that fe is (Ls, s)-RSS. Therefore, SZOHT as well as the theorem above

11



provides, up to our knowledge, the first algorithm that can work in the usual setting of
hard-thresholding algorithms (that is, (Ls, s)-RSS and (vs,s)-RSC [67,50]), as well as its
convergence rate.

Interplay between hard-thresholding and zeroth-order error Importantly, con-
trary to previous works in ZO optimization, ¢ must be chosen carefully here, due to our
specific setting combining ZO and hard-thresholding. Indeed, as described in [30], the
hard-thresholding operator is not non-expansive (contrary to projection onto the ¢; ball)
so it can drive the iterates away from the solution. Therefore, enough descent must be
made by the (approximate) gradient step to get close enough to the solution, and it is
therefore crucial to limit errors in gradient estimation. This problem arises with any kind
of gradient errors: for instance with SGD errors [67, 101], it is generally dealt with either
by ensuring some conditions on the function f [67], forming bigger batches of samples [101],
and/or considering a larger number of components k kept in hard-thresholding (to make
the hard-thresholding less expansive). In our work, similarly to [101], we deal with this
problem by relaxing k£ and sampling more directions w; (which is the ZO equivalent to
taking bigger batch-size in SGD). However, there is an additional effect that happens in our
case, specific to ZO estimation: as described in Proposition 1, the quality of our estimator
also depends on k. Therefore, it may be hard to make the algorithm converge only by
considering larger k: higher k means less expansivity (which helps convergence), but worse
gradient estimate (which harms convergence). We further illustrate this conflict between
the non-expansiveness of hard-thresholding (quantified by the parameter v [30]), and the
error from the zeroth-order estimate, in Figure 3.1.

Therefore, it is even more crucial to tune precisely our remaining degree of freedom at hand
which is q. More precisely, we provide below the minimal value ¢, needed to ensure the
descent of our algorithm, that is, to ensure py < 1 for some k* > 1:

Lemma 1 (First condition on ¢, Proof in Appendix A.4.2). Let k* € {1,...,d}. In the case
so > 1, if ¢ > Qumin, With Qi defined below, then there exist k € N such that k > k*ﬁ,
which in turn ensures py < 1. If s = 1, no condition on q is needed to ensure such an
existence. However, in the case so = 1, ¢ = 1 does not ensure the second necessary condition
in the following Remark 4, as detailed in the proof of the present Lemma. Therefore, a

minimal value of q is always necessary, to ensure existence of k such that Theorem 1 applies.

16d(sg — 1)k* K> \/ 1 1 3d-1
min = 18K — 1+ 24/9k(9k — 1) + = — 3
1 ot 2 (1) | 2RO =+ 5 = o T

Remark 4 (Second condition on ¢). As mentioned in the Lemma 1 above, there is also
a second condition on q necessary to ensure for Theorem 1 to be valid, which is simply to
ensure that the smallest valid k above (i.e. from the first condition), is smaller or equal to
d (since we cannot keep more components than we have).

Weak /non dependence on dimensionality of the query complexity.

In this section, we provide Corollaries 1 and 2, following from Theorem 1, which give an
example of ¢ that is valid for both these conditions above, allowing to converge (that is, to

12



obtain yp < 1 in Theorem 1), and that achieves weak dimensionality dependence in the
case of RSS, and complete dimension independence in the case of smoothness.

Corollary 1 (RSS f¢, proof in Appendix A.4.3). Assume that that almost all fe are
(Ly, s := max(sq, s))-RSS, and that f is (vs,s)-RSC and o-FGN, with s = 2k + k* < d,
with T > k > (868 — 1262)k* (with x := 22) . Suppose that we run SZOHT with

random support of size sg, a learning rate of n = with k coordinates kept at each

13VLS2,f
iterations by the hard-thresholding, and with ¢ > 2s + 6%. Then, we have a geometric
convergence rate, of the following form, with *® denoting the t-iterate of SZOHT:

. . va b
Ellz® — || < (19)' [&® — 27| + ( ) ot ( )u
I—np L—np

with a, b and 7y are defined in (3.3), and p = /1 2. Therefore, the query complexity

T 13k2°
(QO) to ensure that Elle® —a*|| < e+ (74) o + (2;) - is O(e2(k + £)log(1)).

We now turn to the case where the functions fg¢ are smooth. The key result in that case
is that we can have a query complexity independent of the dimension d, which is, up to
our knowledge, the first result of such kind for sparse zeroth-order optimization without
assuming any gradient sparsity.

Corollary 2 (Smooth fg, proof in Appendix A.4.4)). Assume that, in addition to the

conditions from Corollary 1 above, almost all f¢ are L-smooth, with d_2k* >k > (86K —

1262)k* (with k = V%), and take q > 2(s + 2), and sy = d (that is, no random support

sampling). Then, we have a geometric convergence rate, of the following form, with x®
denoting the t-iterate of SZOHT:

. . va b
Ellz® — a*|| < (1) [&® — 27| + ( ) ot ( )u
I—np L—7p

Therefore, the QC to ensure that E||z® — z*|| < e + (11‘;’)) o+ (11_:;;> 1 is O(k*klog(2)).

Additionally, our convergence rate highlights an interesting connection between the
geometry of f (defined by the condition number k = Ly /vg), and the number of random
directions that we need to take at each iteration: if the problem is ill-conditioned, that is
K is high, then we need a bigger k. This result is standard in the ¢, litterature (see for
instance [96]). But specifically, in our ZO case, it also impacts the query complexity: since
the projected gradient is harder to approximate when the dimension £ of the projection
is larger, ¢ needs to grow too, resulting in higher query complexity. We believe this is an
interesting result for the sparse zeroth-order optimization community: it reveals that the
query complexity may in fact depend on some notion of intrinsic dimension to the problem,
related to both the sparsity of the iterates k, and the geometry of the function f for a given
s9 (through the restricted condition number k), rather than the dimension of the original
space d as in previous works like [31].
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3.1.3 Experiments
Sensitivity analysis

We first conduct a sensitivity parameter analysis on a toy example, to highlight the
importance of the choice of ¢, as discussed in Section 3.1.2. We fix a target sparsity
k* = 5, choose k = 74k*, and consider a sparse quadric function f : R0 — R, with:
f(x) = ila ® (& — b)||* (® denotes the elementwise product), with a@; = 1if i > d — s
and 0 otherwise (to ensure f is s-RSC and smooth, with v, = L = 1), and b; = 3555 for
all i € [d — 70k*] and 0 for all d — 70k* < i < d (we make such a choice in order to have
|V f(x*)|| small enough). We choose 7 as in Theorem 1: n = m with ep defined in
Proposition 1 in terms of s and d (we take sy = d), p = le — 4, and present our results in
Figure 3.2, for six values of . We can observe on Figure 3.2(b) that the smaller the ¢, the
less f(x) can descend. Interestingly, we can also see on Figure 3.2(a) that for ¢ = 1 and 20,
|2 — 2*|| diverges: we can indeed compute that py > 1 for those g, which explains the

divergence, from Theorem 1.

Baselines

We compare our SZOHT algorithms with state of the art zeroth-order algorithms that can
deal with sparsity constraints, that appear in Table 2.1:

e ZSCG || is a Frank-Wolfe ZO algorithm, for which we consider an ¢; ball constraint.
e RSPGF [31] is a proximal ZO algorithm, for which we consider an ¢; penalty.

e ZORO [20] is a proximal ZO algorithm, that makes use of sparsity of gradients
assumptions, using a sparse reconstruction algorithm at each iteration to reconstruct
the gradient from a few measurements. Similarly, as for ZSCG, we consider an ¢,
penalty.

In all the applications below, we will tune the sparsity k& of SZOHT, the penalty of RSPGF
and ZORO, and the radius of the constraint of ZSCG, such that all algorithms attain a
similar converged objective value, for fair comparison.

Applications

We compare the algorithms above on two tasks: a sparse asset risk management task
from [23], and an adversarial attack task [25] with a sparsity constraint.

Sparse asset risk management We consider the portfolio management task and dataset
from [23], similarly to [20]. We have a given portfolio of d assets, with each asset i giving
an expected return m;, and with a global covariance matrix of the return of assets denoted
as C'. The cost function we minimize is the portfolio risk: %, where x is a vector
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where each component x; denotes how much is invested in each asset, and we require to

. .
minimize it under a constraint of minimal return r: 2==1"% We enforce that constraint

i=1Ti

using the Lagrangian form below. Finally, we add a sparsity constraint, to restrict the
investments to only k assets. Therefore, we obtain the cost function below:

2
TC d T
minw—w2—|—)\ (min{w—rﬂ}) st xllo <k
zERY d .

2 (Zi:l a:,)

We use three datasets: port3, portd and port5 from the OR-library [9], of respective
dimensions d = 89; 98; 225. We keep r and A the same for the 4 algorithms: » = 0.1, A = 10
(for port3 and portd); and r = le — 3, A = le — 3 for port5. For SZOHT, we set k = 10,
s9 =10, ¢ = 10, and (p,n) = (0.015,0.015) for port4, and (u,n) = (0.1,1) for ports (u and
n are both obtained by grid search over the interval [1073,10%]). For all other algorithms,
we got the optimal hyper-parameters through grid search. We present our results in Figure
3.3.

Few pixels adversarial attacks We consider the problem of adversarial attacks with a
sparse constraint. Our goal is to minimize mins f(a + &) such that ||d]|o < k, where f is the
Carlini-Wagner cost function [25], that is computed from the outputs of a pre-trained model
on the corresponding dataset. We consider three different datasets for the attacks: MNIST,
CIFAR, and Imagenet, of dimension respectively d = 784;3072;268203. All algorithms are
initialized with § = 0. We set the hyperparameters of SZOHT as follows: MNIST: k = 20,
s9 =100, ¢ = 100, u = 0.3, n = 1; CIFAR: k& = 60, sy = 100, ¢ = 1000, u = le — 3, n = 0.01;
ImageNet: k£ = 100000, sy = 1000, ¢ = 100, p = 0.01, n = 0.015. We present our results
in Figure 3.4. All experiments are conducted in the workstation with four NVIDIA RTX
A6000 GPUs, and take about one day to run.

Results and Discussion

We can observe from Figures 3.3 and 3.4 that the performance of SZOHT is comparable or
better than the other algorithms. This can be explained by the fact that SZOHT has a
linear convergence, but the query complexity of ZSCG and RSPGF is in O(1/T). We can
also notice that RSPGF is faster than ZSCG, which is natural since proximal algorithms
are faster than Frank-Wolfe algorithms (indeed, in case of possible strong-convexity, vanilla
Frank-Wolfe algorithms maintain a O(1/T") rate [33], when proximal algorithms get a linear
rate [10, Theorem 10.29]). Finally, it appears that the convergence of ZORO is sometimes
slower, particularly at the early stage of training, which may come from the fact that ZORO
assumes sparse gradients, which is not necessarily verified in real-world use cases like the
ones we consider; in those cases where the gradient is not sparse, it is possible that the
sparse gradient reconstruction step of ZORO does not work well. This motivates even
further the need to consider algorithms able to work without those assumptions, such as
SZOHT.
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3.2 Sparse recovery: iterative regularization with k-
support norm

As described in the Literature Review above, current iterative regularization methods
for sparse recovery are based on the /1 norm regularization, and only under very specific
conditions is one guaranteed to retreive the same solution as when using an ¢, regularization.
To address this issue, we propose a novel iterative regularization algorithm, IRKSN, based
on the k-support norm regularizer rather than the ¢; norm. That norm was first introduced
in [3], as a way to improve upon the ElasticNet for sparse prediction. More precisely, we plug
the k-support norm regularizer, for which there exist efficient proximal computations |[3,59],
into the primal-dual framework for iterative regularization described in [57].

We then provide the conditions for sparse recovery with IRKSN, and discuss on a
simple example how they compare with traditional conditions for recovery with ¢; norm
regularizers. More precisely, we give the following conditions for recovery with IRKSN:
max;cs [(Xha;, wi)| < minjes |[(XEa;, ws)|, and we discuss why this specific condition
include cases that are not included in usual conditions for recovery with traditional methods
based on the ¢; norm (see Figure ??). Since those types of conditions are usually slightly
opaque to interpret, we do as is common in the literature (such as in [15,102]), namely, we
discuss and compare those solutions with the help of an illustrative example. We also give
an early stopping bound on the model error of IRKSN with explicit constants, achieving
the standard linear rate for sparse recovery.

Finally, we illustrate the usefulness of our algorithm on several applications, including
sparse prediction on gene microarray data, and show that IRKSN achieves comparable
prediction to state-of-the-art methods, with an efficient early stopping rule.

Contributions. We summarize the main contributions of our paper as follows:
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1. We introduce a new algorithm, IRKSN, which allows recovery of the true sparse vector
under conditions for which the source conditions for recovery with ¢; norm do not
hold. We discuss the difference between those conditions on a detailed example.

2. We give an early stopping bound on the model error of IRKSN with explicit constants,
achieving the standard linear rate for sparse recovery.

3. We compare IRKSN with other algorithms on various datasets, including a gene
array dataset, and show that it achieves comparable performance with state-of-the-art
algorithms, with a fast selection of the regularization strength done by early stopping.

Preliminaries

In this section, we recall a few definitions and notations used in the rest of the paper.
We denote all vectors and matrices variables in bold font. For any matrix M € R"*¢,
m,; denotes its i-th column for i € N, M T its transpose, M its Moore-Penrose pseudo-
inverse [37], and | M| its nuclear norm. For a vector w € R? supp(w) denotes its support
w, that is, the coordinates of the non-zero components of w, w; denotes its 7-th component,
lw|} denotes its i-th top absolute value, and ||w]|| denotes its £, norm. More generally |lw]|,
denotes its ¢, norm for p € [1,+00), and ||w||o denotes its number of non-zero components.
wg € R denotes its restriction to a support S of size k, that is, the sub-vector of size k
formed by extracting only the components w; with i € S. sgn(w) denotes the vector of its
signs (with the additional convention that if w; = 0, sgn(w); = 0).

We start by introducing the k-support norm, which is the main component of our
algorithm. The k-support norm was first introduced in [3], as the tightest convex relaxation
of the intersection of the /5 ball and the ¢, ball. It was later generalized to the matrix
case [58,59], as well as successfully applied to several problems, including for instance
fMRI [11,35]. We give below its formal definition, with the following variational formula
from [3]:

Definition 1 ( [3], Definition 2.1). Let k € {1,...,d}. The k-support norm || - ||} is defined,
for every w € RY, as:

i = min{ Yyl supp(yr) S 1, yr = w}) (3.4)

1eGy IeGy

where Gy denotes the set of all subsets of {1,...,d} of cardinality at most k.

In other words, the k-support norm is equal to the smallest sum of the norms of some
k-sparse atoms (the y; above) that constitute w: as studied in [24], the k-support norm is
indeed a so-called atomic norm. One can also see from this definition that the k-support
norm interpolates between the ¢; norm (which it is equal to if £ = 1) and the ¢, norm
(which it is equal to if k£ = d). As discussed in [3], another interpretation of the k-support
norm is that it is equivalent to the Group-Lasso penalty with overlaps [12]|, when the
set of overlapping groups is all possible subsets of {1, ...,d} of cardinality at most k. An
alternative definition that allows an explicit computation of the norm, can also be given as:
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Definition 2 ( [3], Proposition 2.1).

k—r—1 1 d 2\ 2
e (D ( > |w|i) ,
i=k—r

i=1

where, letting |x|$ denote 400, r is the unique integer in {0, ... k — 1} satisfying

d
1
|w|Jl;—T—1 > 7""‘—1 Z |uj‘zl > ’wﬁl;—'r'

i=k—r

Finally, we introduce the proximal operator |70] below, that will be used in our algorithm:

Definition 3 (Proximal operator, [70]). The prozimal operator for a function h : R — R
is defined as:

1
prox,(z) = argmin h(w) + §||w — z||3

A closed form for the proximal operator of the squared k-support norm was first given
in 3], and more efficient computations have been found e.g. in [59], which we will use in
IRKSN, as described in the Appendix.

3.2.1 Algorithm

In this section, we describe the IRKSN (Iterative Regularization with k-Support Norm)
algorithm. It is based on the general accelerated algorithm from [57], in which we plug a
regularization function based on the k-support norm. More precisely, [57] describe a general
regularization algorithm for model recovery based on a primal-dual method, and an early
stopping rule. As they do, we will solve the following problem approximately (i.e. with
early stopping):

(Is) : min R(w)
st. Xw=1q°

with a specific regularizer that we introduce: R(w) = F(w) + %Hwﬂf with F(w) =
L2 ([Jwl;F)?, for some constant 1 > a > 0 which will be described later. The algorithm
that we will use to solve approximately (Ixs) is the Accelerated Dual Gradient Descent
(ADGD) described in [57], which is an accelerated version of a primal-dual method that is
known in the literature under many names, and that comprises the following steps, with
being some learning rate, and v, being a dual variable:

# primal projection step
Wy proxX,—1p(—a 1 X To;)
# dual update step
Vi1 < O + (X w; — y°)
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The method above is most commonly known in the signal processing and image denoising
literature as Linearized Bregman Iterations, or Inverse Scale Space Methods |21, 65]. In the
optimization literature, it is mostly known as (Lazy) Mirror Descent [17], also called Dual
Averaging [65,95]. The main idea in [57] is to early stop the algorithm at some iteration T,
before convergence. We present the full accelerated version, IRKSN, in Algorithm 2.

Algorithm 2: IRKSN
Initialization: 6y =2, = 20 € RY, vy = || X||72,0p = 1 for t =0 to T do
Wy — ProX,-1p (—a‘lXTit)
Tt < ProX,1p (—oleT'f)t)
275 < ﬁt +')/ (.X'f'\t — yé)
011 (1 ++/1 +40§> /2
Opp1 = 2 + %;11 (2t — 21)
end

Main results

In this section, we introduce the main result of our paper, which gives specific conditions
for robust recovery of w*, and early stopping bounds on ||w; — w*|| for IRKSN.

Assumptions

We will require several assumptions, which are equivalent to the source conditions needed
for ¢1-based recovery, but instead here must hold for recovery with the k-support norm.
We compare those assumptions to usual source conditions for recovery with ¢; norm in
Section 3.2.1. The first assumption below is a more general version of the usual feasibility
assumption of the noiseless problem [31]: it simply states that w* is the true model, that
we wish to recover, and that it is k-sparse. Recall from the introduction that y is the true
target vector, i.e. uncorrupted by noise.

Assumption 5. w* is k-sparse of support S C [d], and is a solution of the system
(L) : Xw =y. In addition, w* is the smallest {5 norm solution of (L) on its support, that
18, w* 1s such that:

we = a i z
s rgzeR,{glgslz:yll 2

We now provide our main assumption, which is intrinsically linked to the structure of
the k-support norm, and which is, up to our knowledge, the first condition of such kind in
the sparse recovery literature.

Assumption 6. w* verifies:

xt * U XIe. w*
max [(Xsag, wg)| < min [(Xga;, wg)|
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Up to our knowledge, we are the first to provide such assumptions for recovery with a
k-support norm based algorithm: although [24] proposed a k-support norm based algorithm
and corresponding conditions for recovery, those conditions only apply in the case of a
design matrix X with Gaussian i.i.d. entries.

Discussion on the assumptions

In this paragraph, we attempt to interpret the assumptions above in simple terms, and
to compare them to the usual assumptions for recovery with ¢; norm. More precisely,
the condition below is equivalent to Condition 4.3 from [10], which is shown in [10] to be
a necessary and sufficient condition for achieving a linear rate of recovery with ¢; norm
Tikhonov regularization. We prove such equivalence in Appendix B.2.

Assumption 7 (Recovery with ¢; norm.). Let w* be supported on a support S C [d]. w*
1s such that:

(i) Xw" =1y
(ii) X is injective
(i) maxses [(Xiae sgn(wy))| < 1

Below, we now compare this assumption to ours.

The min ¢, norm solution: In our assumption 5, the minimum ¢, norm condition
is actually not restrictive, compared to 7: indeed, in 7 Xg needs to be injective, which
implies that there needs to be only one solution wg on S such that Xgw} = y: we can also
work in such situations, but we also include the additional cases where there are several
solutions on S (we just require that w* is the minimum norm one) : Xg does not need to
be injective in our case. Importantly we can deal with cases with n < k, when Lasso (and
¢y iterative regularization methods) cannot (that we can obtain recovery in a regime where
the number of samples n is even lower than the sparsity of the signal k).

Dependence on the sign: As we can observe, 7 is verified or not based on sgn(wy).
This implies that irrespective of the actual values of w*, recovery will be possible or not
only based on sgn(wg). On the contrary, our assumption 6 depends on w* itself.

Interpretation as regression of columns: In [08], section 3, a related condition
to 7 called the Irrepresentability Condition [100] is analyzed in terms of regressing the
columns of X. Here we attempt such a similar explanation for our Assumption 6. It
is well known that the minimum ¢, norm solution z* to a general least square problem
min, || M z — bl|? for some matrix M and vector b can be expressed with the pseudo-inverse
of M: z* = MTb [12,72]. Let us call such a z* the best fit for predicting b using M. We
can then interpret our Assumption 6 in the following way: “w¥ must be close (in absolute
inner product) to all the best fits for predicting any column of Xg using Xg, and far from
the best fits for predicting any column of Xg using Xg.”

Case where X is injective: In the case where Xy is injective (as happens in most
cases in practice when n > k), it is even easier to compare Assumptions 6 and 7. Indeed,
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since in that case we have that Xg is full column rank, we then have : X;XS = Ii.p.
Therefore, Assumption 6 can be rewritten into: max,cg [(Xia,, w3)| < minjeg |w}|, which
is equivalent to:
w

max [(X La,, —————)| < 1

tes min;es |w
Therefore, we can notice that if w} = vsgn(w}) for some v > 0 (that is, each component of
w} have the same absolute value), both Assumptions 6 and 7 become equivalent (because

then: #ﬁlw‘ = sgn(wy)). However, the two conditions 6 and 7 may differ depending
J S

on the relative magnitudes of the entries in w§. In particular, it may happen that our

condition 6 is verified even if the condition for recovery with ¢; norm (7) is not verified.

We analyze such an example in more details in Section 3.2.2.

3.2.2 Early Stopping Bound

We are now ready to state our main result:

Theorem 2 (Early Stopping Bound). Let § € ]0, 1] and let (wy)ien be the sequence generated
by IRKSN. Assuming the design matriz X and the true sparse vector w* satisfy Assumptions
6 and 5, and with o < qi— with 7 := minjes [(Xs X))y, z;)|—maxyes [(Xs X )Ty, /)],
we have fort > 2:

|lw; — w*||o < atd +bt!
_2YIXI[(X ) T ws||

with a = 4| X||”" and b
«

In particular (if § > 0), choosing ts = [cd~'/?] for some ¢ > 0:
|, — w*||2 < (a(c+ 1) 4 be )52

Proof. Proof in Appendix B.3. O

Discussion We can notice in Theorem 2 above that b is large when « is small: therefore,
if the inequality in 6 is very tight, as a consequence, a will need to be taken small, and b
will become large. Therefore, we can say that the larger the margin by which Assumption
6 is fulfilled is, the better the retrieval of the true vector w* is (because the larger we can
choose «).

Illustrating Example

In this section, we describe a simple example that illustrates the cases where ¢; norm-based
regularization will fail, and IRKSN will successfully recover the true vector.

Example 1: We consider a model that consists of three “generating” variables
X0 XM and X® that are random i.i.d. variables from standard Gaussian (we denote
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X© ~ N(0,1) and X ~ N(0,1) and X® ~ N(0,1)). Two other variables X and X,
are actually correlated with the previous random variables: they are obtained noiselessly,
and linearly from those, with some vectors w® and w® that will be defined below:

x6) — w(()a)X(o) + wga)X(l) 4 wg?))X(g)

and
X = D xO 4B x @ 40 x@

In addition, similarly, the actual observations Y are formed noiselessly and linearly from
(X© XM X@) for some vector w®:

Yy — wéy)X(O) + wgy)X(I) + wéy)X(z)

A graphical visualization of this construction can be seen on Figure 3.5. More precisely, we
define the vectors w®, w™® and w® are defined as follows:

9/11 1/3 1

6/11 14/15 1

w® = |2/11| ,w® = | 2/15 | ,w® = | -4
0 0 0

0 0 0

We will generate such a dataset with n = 4: so the dataset will be composed of 4 samples of
X0 XM x@ XO) X@ which form the matrix X € R*®, with X = [z, 21, T2, T3, T4]
and 4 samples of Y, which form the vector y € R?. In our case, we have S = supp(w®) =
{0,1,2}, and therefore we just ensure that Xg = [xg, ®1, 5] is full column rank (which
should be the case with overwhelming probability since those three first vectors are sampled
from a Gaussian, and since we have n =4 > k = 3). Our goal is to reconstruct the true
linear model of Y, which is w® from the observation of X and y. We can easily check

Figure 3.5: X® and X® are correlated with X XM and X

mathematically (using the closed form from the first column of Table 2.2), that this example
only verifies our condition (Assumption 6), but that it does not verify Assumption 7 (i.e. it
is in the blue area from Figure ??7). Indeed, in that case, X is full column rank, which
implies (Xg)fx3 = w® and (Xg)fz, = w® [37].
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We then have:
13

(X {zs, sgn(w®))| = [(w® sgn(w))| = TR
and
17
(X iz, sgn(w®))| = [(w™, sgn(w®))| = TR

Therefore: maxcz |(X Ly, sgn(w))| = 2 > 1 Which means that Assumption 7 is not
verified. However, on the other hand, we have:

(v) (v) 7
w w
Xtpe — N\ — @ =7 N =
’< sT3; minjeS |w(y)‘ >‘ ’<'w ’ minjeS ’w(y)‘> 11
and
w® w® 11

(¥)
Therefore: max,cg |<X; Lt min f'.;ljsyluﬂ‘)l>| -

Case where Xg is injective, we see that our Assumption 6 is verified here.

1 < 1. Therefore, from Section 3.2.1, paragraph

Comparison of the IRKSN path with Lasso In Figure 3.6 below, we compare the
Lasso path (that is, the solutions found by Lasso for all values of the penalization \), with
the IRKSN path (that is, the solutions found by IRKSN at every timestep). For indicative
purposes, we also provide the path of the ElasticNet on the same problem in Appendix B.7.

aaaaaaaaa

(a) Lasso path (b) IRKSN path

Figure 3.6: Comparison of the path of IRKSN with Lasso. wl(y) with ¢ € [0, ..., 4] denotes
the i-th component of w®, and lambda is the penalty of the Lasso. We recall w(()y) = w§y) =

1w = —4,w = = 0: only IRKSN recovers the true w®.

As we can see, the Lasso is unable to retrieve the true sparse vector, for any A\. However
IRKSN can successfully retrieve it, which confirms the theory above.

In addition, this path from Figure 3.6 above illustrates well the optimization dynamics
of IRKSN: first, the true support of w is not identified in the first iterations. But after a

few iterations, we observe what we could call a phenomenon of exchange of variable: w(()y)
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is exchanged with w'”| and later, w{) is exchanged with w'¥ (by exzchange, we mean that

at a timestep ¢, w (t) # 0 but w{¥(¢) = 0, but at timestep ¢ + 1: w¥ (¢t +1) = 0 and
wgy) (t+1) ~ w(()y) (t)). This can be explained by the fact that when « is small, the proximal
operator of the k-support norm approaches the hard-thresholding operator from [1]: hence
at a particular timestep the ordering (in absolute magnitude) of the components of X ' 2;
suddenly changes (with the components where the change occurs having about the same
magnitude at the time of change, if the learning rate is small), which results into such an
observed change in primal space.

Additionally, in Figure 3.7 below, we run the iterative methods from Table 2.2 (IRKSN,
IRCR, IROSR and SRDI) (as well as IHT for comparison) on Example 1, and measure the
recovery error ||w — w® || as well as the sparsity |||y of the iterates. As we can see, only
IRKSN can achieve 0 error, that is, full recovery in the noiseless setting. In addition, except
IHT (which however fails to approach the true solution), no method is able to converge to
a 3-sparse solution, which is the true degree of sparsity of the solution.

Sparsity

~=- irksn

int
irasr

5
a
3
z
1
o srdi

o = m W

[} 2000 2000 6000 000 10000 ] 2000 4000 000 8000 10000

(a) Model error ||w — (b) Model sparsity ||w]o
@)
w

Figure 3.7: Only IRKSN can recover the true w® in this example.

3.2.3 Experiments

In this section, we run some experiments on real-life datasets to illustrate the applicability
of IRKSN.

Setting We consider the problem of sparse linear regression, where our goal is to minimize
the expected mean squared error (MSE) loss of prediction Ey y (Y — Y)?, where Y is the
true regressed target, and Y is the predicted target, predicted linearly from the regressors
X:

~

d
Y = (i, X)+b=Y iX;+b
i=1

(where b is the intercept, fitted separately (see Appendix B.8 for more details)), and where
w is a sparse model that we seek to estimate from a training set of n observations of X and
Y. For each run, we first randomly split the data into a training set, and a test set which
contains 25% of the data. Then, we split the training set into an actual training set and a
validation set, with the same proportion (75%/25%). Hyperparameters, including learning
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rate parameters and early stopping time are fitted to minimize the MSE on the validation
set. Then the empirical MSE on the test set is reported. This procedure is repeated 10
times, and we report in Tables 3.2 and 3.3 the mean and standard deviation of that test set
MSE.

Additional details including details on the intercept and a preprocessing step, as well as
the values for the grid-search of each algorithm are described in Appendix B.8. Our results
are produced on a server of CPUs with 32 cores and 126G RAM, and take 5 hours to run.

Datasets We evaluate the algorithms on the following open source datasets (obtained
from the sources LibSVM [22] and OpenML [38]), of which a brief summary is presented in
Table 3.1.

Table 3.1: Datasets used in the comparison. References: (V: [35], @) [69], ®: [78], W [75].
Sources: (M: [22], @) [47] downloaded with scikit-learn [71], G4 [10] .

DATASET d n
LEUKEMIA (1) 7129 38
HOUSING (@) 8 20640
SCHEETZ20063) 18975 120
RHEE2006% 361 842

Results We present our results in Tables 3.2 and 3.3. Generally, we observe that for
datasets with a large d (such as leukemia and scheetz2006), ¢; based methods such as
Lasso, IRCR, or SRDI achieve poorer performance: indeed, the Lasso is known to saturate
when d > n [102], i.e. its predicted w* cannot contain more than n nonzero variables. This
is not the case for the ElasticNet and k-support norm based algorithms like IRKSN, which
is why those latter algorithms achieve a good score in this d > n setting.

Perhaps surprisingly, IROSR also achieves a good score on scheetz2006 (d >> n), even
if its reparameterization is supposed to enforce some ¢; regularization [39]. However, the
theory in [89] holds for small initializations, so we hypothesize that due to our grid search,
IRCR might be able to explore regimes beyond the ¢; norm, with large initialization.

Also, although IRKSN and KSN penalty achieve similar errors on such high dimensional
datasets, we recall that for KSN penalized, the strenght of the penalty A needs to be tuned
by cross-validation which is not the case for IRKSN, which just takes a single run to identify
the best early stopping iteration. Our results also confirm the findings from |[3], namely
that the k-support norm regularization often outperforms the ElasticNet: this is also true
for iterative regularizations using the k-support norm (namely, IRKSN).

Finally, in the light of section 3.2.1, we hypothesize that this success of the k-support
norm regularization might be related to the fact that IRKSN converges to the minimum ¢
norm feasible solution that is k-sparse (assuming Assumption 6 is verified for this solution)
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(see Section 3.2.1). In other words, the k-support norm regularization allows one to benefit
at the same time from the regularization property of a small support for the solution (i.e.
of size k), and of a small /5 norm (which is known to prevent overfitting in many cases [7]).

Table 3.2: Test MSE of the methods of Table 2.2 on the leukemia and housing datasets.
Bold figures have a mean within the standard deviation of the best score from each column.

METHOD LEUKEMIA HOUSING

IHT 0.322 +0.137 0.535 £+ 0.011
LAsso 0.450 £ 0.204 0.535 + 0.016
ELASTICNET 0.307 +£0.154 0.540 4 0.031
KSN PEN. 0.251 £+ 0.090 0.533 = 0.009
OMP 0.730 £ 0.376 0.533 & 0.009
SRDI 0.396 £ 0.220 0.533 = 0.009
IROSR 0.352 4+ 0.121 0.655 +0.013
IRCR 0.326 == 0.102 0.534 4 0.010
IRKSN (ours) 0.264+0.091 0.538 +0.012

Table 3.3: Test MSE of the methods of Table 2.2 on gene array data: the scheetz2006
dataset and the rhee2006 dataset.

METHOD SCHEETZ2006  RHEE2006
IHT 0.008 +£0.003 0.576 +0.053
Lasso 0.012 £0.008 0.557 £+ 0.049
ELASTICNET 0.009 £+ 0.004 0.541 4 0.042
KSN PEN. 0.008 £+ 0.003 0.556 +0.035
OMP 0.016 4+ 0.06 0.684 4+ 0.057
SRDI 0.018 +=0.013 0.567 £ 0.043
IROSR 0.007 £+ 0.003 0.583 4 0.044
IRCR 0.018 +0.013 1.389 £+ 0.105
IRKSN (ours) 0.008 +0.003 0.578 + 0.038
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Chapter 4

Ongoing and Future Directions

In this chapter, we present some further directions that we, as well as our collaborators, are
currently exploring, and that we will continue to explore further for the rest of the thesis.

4.1 Variance Reduction

As discussed in Section 3 above, the variance from the stochastic gradients estimates
(where the stochasticity comes from the zeroth-order or the usual stochastic sampling),
is in conflict with the hard-threholding operator. Therefore, we will explore variance
reductions techniques, in order to counter such variance. Below we describe the Stochastic
Variance Reduced Zeroth-Order Hard-Thresholding (VR-SZHT), which is a variant of
SZOHT introduced by Xinzhe Yuan (who we are collaborating with), where the gradient is
estimated using a variance reduction technique.

Algorithm 3: Stochastic variance reduced zeroth-order Hard-Thresholding (VR-
SZHT)
Initialization: 7, T, °, SVRG update frequency m, ¢, k. Output: z?.
forr=1,...,7T do
2O =gt p=1%" Vfi(x©@); for t =0,1,...,m—1 do
Randomly sample i, € {1,2,...,n};
Compute ZO estimate V f;, (")), V f;, (2©);
3 = 20 — (V£ (@) - V fi (@) + o)
) = g (D),
end

x’ =z,
end

In a recent submission to ICCV 2023 to which we collaborated, Xinzhe Yuan provided
the convergence analysis of VR-SZHT, and found that VR-SZHT removes the restriction
on the number of random directions ¢, which largely improves the applicability of the
algorithm. Our plan is to build on such a work, and to integrate it into some unified analysis
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of Iterative Hard Thresholding, that incorporates general stochasticity (from zeroth-order
and sampling from a finite sum structure), as well as variance reduction, and additional
constraints as described below.

4.2 Additional Constraints

Additionally, we plan to incorporate additional constraints in the original Zeroth-Order
Hard-Thresholding. Indeed, practitioners may often want not only to control the sparsity
of the model, but also, say, its maximum and minimum value, for instance in few pixels
adversarial attacks, where if one only constraints the sparsity, one can obtain large pixels
perturbation, which is undesirable (such an extra constraints is studied for instance in a
submitted paper by one of our collaborators). Therefore, we started studying, first in the
first order case (but this might be later extended to the zeroth-order case) a generalized
version of hard-thresholding operator where an additional convex set S is added to the
constraints. The general problem can be formalized as follows:

min F(z) = %Zf,»(@, st ||zllo <k and z € S. (4.1)
=1

xcRd

4.3 Structural sparsity

So far, we only discussed ¢, ball constraints. However, one may want to enforce instead
some structured constraints, for instance, constraints of the form: {x € R : ||zg,|lo <
Dy N ||xg,|lo < Do}, where &g, and xg, denote a partition of @ into coordinates from a
group G; and a group Gs.

4.4 Reinforcement learning

One important application of zeroth-order optimization is reinforcement learning. Works
such as [77] have demonstrated the high efficiency of zeroth-order like methods (more
precisely, evolution strategies, which are similar to zeroth-order) for reinforcement learning,
in particular in the distributed setting. However, similarly to usual zeroth-order, such
optimization is highly dependent on the dimensionality of the input d. Therefore, it would
be interesting to study whether the dimension independence (under some conditions) of
SZOHT could be leveraged in order to improve the efficiency of reinforcement learning
methods.

4.5 Others

Below we also present other various ideas that we may also explore further in the future:
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e Low-rank Matrices: it would be interesting to extend our work to the space of
matrices, not only the space of vectors.

e Sparse graphs: similarly to the above, we could extend our work to the space of
(sparse) graphs.

e Acceleration of ZOHT: recent works such as |/| allow to obtain algorithms with
k = O(k) instead of k = O(k?), which is significant, in particular for large condition
number k. Being able to use such algorithms in our framework would allow to obtain
sparser solutions with better objective function values.

¢ Relaxed Assumptions: recent work extend IHT beyond the RSC assumption,
including some non-restricted convex settings [73]. This could potentially represent
more problems encountered in practice, such as optimization with neural networks, or
potentially non-convex problems such as reinforcement learning.

e Lower bound: There are already some existing lower bounds on the oracle complexity

of zeroth-order optimization (i.e. number of function calls), such as [11]. Similarly,
there are some lower bounds on the number of first order oracle calls necessary for
convex optimization when it is known that a minimum is sparse [1|. However, up

to our knowledge, there are no lower bound on the query complexity of sparse
zeroth-order optimization (i.e. for instance, ZO optimization when a solution
is known to be sparse.). Finding such a bound would answer the open question on
whether SZOHT (and its variant) are actually optimal (i.e. ideally it may show that
there does not exist any algorithm with a better query complexity than SZOHT for a
certain class of problems).

¢ Better non-convex regularizations: From the properties of the k-support norm,
we can easily show that the following penalty h is a relaxation of the ¢y ball indicator
function, that is, when A — oo, it equals the ¢, ball indicator function (see figure
below). This is because the k-support norm of any vector of sparsity at most & is
equal to its £ norm.

(@) = A (ll)” — Sliel?)

Therefore, it would be interesting to compare such a non-convex penalty with existing

ones, such as SCAD [28] or MCP [958]. A first interesting property is that such a
penalty h would be 0 for any vector of sparsity at most k£, and nonzero otherwise.
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Figure 4.1: Nonconvex penalty based on the k-support norm.
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Appendix A

Appendix: Zeroth-Order
Hard-Thresholding

A.1 Notations and Definitions

Throughout this appendix, we will use the following notations:

we denote the vectors in bold letters.

e Vf(x) denotes the gradient of f at x.
e [d] denotes the set of all integers between 1 and d: {1, .., d}.

e u; denotes the i-th coordinate of vector u, and V, f(x) the i-th coordinate of V f(x).

e || - ||o denotes the £y norm (which is not a proper norm).
e || - || denotes the ¢5 norm.
e || - ||o denotes the maximum absolute component of a vector.

e x ~ P denotes that the random variable X (denoted as ), of realization x, follows a
probability distribution P (we abuse notation by denoting similarly a random variable
and its realization).

e I, .,x, 1P denotes that we draw n i.i.d. samples of a random variable &, each
from the distribution P.

e P(x) denotes the value of the probability of & according to its probability distribution.

e E,..p (or simply E, if there is no possible confusion) to denote the expectation of x
which follows the distribution P.

e We denote by supp(x) the support of a vector x, that is the set of its non-zero
coordinates.
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|F'| the cardinality (number of elements) of a set F'.

All the sets we consider are subsets of [d]. So for a given set F', F° denotes the
complement of F' in [d]

e SYR) (or SU(R) for simplicity if R = 1) denotes the d-sphere of radius R, that is
SUR) = {u € RY/||ul| = R}.

e U(8?) the uniform distribution on that unit sphere.
e (3(d) is the surface area of the unit d-sphere defined above.

e S¢ denotes a set that we call the restricted d-sphere on S, described as: {ug/u €
{v € R?/||vg|| = 1}}, that is the set of unit vectors supported by S.

o U(S%) denotes the uniform distribution on that restricted sphere above.

e We denote by ur (resp. Vg f(x)) the hard-thresholding of u (resp. V f(x)) over the
support F'| that is, a vector which keeps u (resp. V f(x)) untouched for the set of
coordinates in F', but sets all other coordinates to 0.

o ([f]) denotes the set of all subsets of [d] that contain s elements: ([‘Sl]) ={S:|9] =

o U (([i])) denotes the uniform distribution on the set above.
e I denotes the identity matrix I;.q4.

e I denotes the identity matrix with 1 on the diagonal only at indices belonging to
the support S: I;; = 1if ¢« € S, and 0 elsewhere.

e S 3 e denotes that set S contains the element e.

e (u;)!, denotes the n-uple of elements wu, .., w,,.

e [ denotes the Gamma function |2].

o [, f(u)du denotes the integral of f over the set A.

e log denotes the natural logarithm (in base e).

A.2 Auxilliary Lemmas

Lemma A.2.1 ( [32] (10)). Let p € N, and denote p := 3% pi, we have:

- Pi Jay — [[, D(pi + 1/2)
/Sdg“id = T d)
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Proof. The proof is given in [32]. O
Lemma A.2.2. Let F be a subset of [d], of size s, with (s,d) € N2. We have the following:

S
Buasonlhurl < /3 (A1)

Eu~si(sallur| = p (A.2)
+2)s
Euwu(sd)||uF||4 = <d+ 2)d (A3)

Proof. We start by proving (A.2). Decomposing the norm onto every component, we get:
Eoaisn [ wrl® = Byoygse D ui = Byoyysots] (A4)
i€F i€l

By symmetry, each u; has the same marginal probability distribution, so:

VZ € [d] : EuNu(sd d ZEuNu(sd (A5)

We also know, from the definition of the ¢, norm, and the fact that w is a unit vector, that:

d
ZEu~u sd)u = Eoyri(s9) Z u; = Eyse |ul* = =Eyystyl =1 (A.6)

=1

Therefore, combining (A.5) and (A.6):

1
Vi € [d] : ]Eu~lx{(8d)u12 = E
Plugging this into (A.4), we get (A.2):
Euisllurl® = 2

Using Jensen’s inequality, (A.1) follows from (A.2). Let us now prove (A.3). By definition
of the expectation for a uniform distribution on the unit sphere:

1
Buvausollurlt = o [ |t

We further develop the integral as follows:

fgd|qu‘,4du:[§d(\qu\| du—/ Zu+ PR
(

i,j)EF,j#i

= 5/ ui‘du+2<s>/ wluidu (by symmetry)
Sd 2 Sd
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Using Lemma A.2.1 in the expression above, with p(*) := (2,0, ...,0), and p® := (1, 1,0, ..., 0),
we obtain:

by A T@0 3 sts = 1) TTE Dipy” +1/2)
/”“’ Fdu = T(2+d/2) e F(2+kd/2)

@  bsym 25(s — )V 2(s +2)sy7
T (d+2)dl(d/2) " (d+2)dl(d/2)  (d+ 2)dl(d/2)

Where in (a) we used the fact that I'(1) = /7 and F(%) = Y™ So:

5 —l— 2 s
Buasllurlt = 7o [ ety
Where (b) comes from the closed form for the area of a d unit sphere: §(d) = QF‘(/Z O
Lemma A.2.3 ( [32], Lemma 7.3.b).
T ].
EuNU(sd)UU = EI
Proof. The proof is given in [32]. O
Lemma A.2.4 ( [30], Theorem 1; [96], Lemma 17). Let b € R? be an arbitrary d-dimensional

vector and a € R? be any k-sparse vector. Denote k = ||allo < k, and by, the vector b with
all the d — k smallest components set to 0 (that is, by is the best k-sparse approzimation of
b). Then, we have the following bound:

min{k,d — k}
k—k+min{k,d—k}

P+ +06)5

b —al® < dlb—al®, §=1+ 2 ’

8=

Proof. The proof is given in [30]. ]

Corollary A.2.1. With the notations and variables above in Lemma A.2.4, we also have
the following, simpler bound, from [90]:

[br — a < ~[|b—al

with

= \/1+ </2//<;+ (4+ k/k) l%/k;) /2

Proof. There are two possibilities for 5 in Lemma A.2.4: either 3 = & (if d — k > k) or

B = % (if d — k < k). In the latter case:

El el

k S k—k N 1_k—E <1_/<:—/;: N d—k <E
FT Tk i—F =TT i—F =k
Therefore, in both cases, [ , which, plugging into Lemma A.2.4, gives Corollary
A2.1. O

d—k<k = d—k<k =
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A.3 Proof of Proposition 1

With an abuse of notation, let us denote by f any function f¢ for some given value of the
noise &. First, we derive in section A.3.1 the error of the gradient estimate if we sample
only one direction (¢ = 1). Then, in section A.3.2, we show how sampling ¢ directions
reduces the error of the gradient estimator, producing the results of Proposition 1.

A.3.1 One direction estimator

Throughout all this section, we assume that ¢ = 1 for the gradient estimator V f (x) defined
n (3.1).

Expected deviation from the mean

Lemma A.3.1. For any (L., ss)-RSS function f, using the gradient estimator V f(x)
defined in (3.1) with ¢ = 1, we have, for any support F € [d], with |F| = s:

. 2
|E[Vrf@) - Ver@)| <em’
with e, = L2, sd
Proof. From the definition of the gradient estimator in (3.1):

f(@+pu) — f(x)
I

IEVrf(2)] - Vif(@)] = HEd wr — Vi f()

Now, (Ls,, s2)-RSS implies continuous differentiability over an so-sparse direction (since
(Ls,, s2)-RSS actually equals Lipschitz continuity of the gradient over any sp-sparse set,
which implies continuity of the gradient over those sets). Therefore, from the mean value
theorem, , we have, for some ¢ € [0, u|: W (Vf(x+ cu),u). We now use the
following result:

(b) 1 59 1

—I=-1

Fuu’ = ESN([d]>EUNu(sg)uuT @ Eg ([d)_IS = —E ~(ds = 5 d ]

59 52 52 52

Where for (a) comes from applying Lemma A.2.3 to the unit sub-sphere on the support

S, and (b) follows by observing that each diagonal element of index i actually follows a

Bernoulli distribution of parameter %, since there are (i:ll) arrangements of the support

(1) _
(:2)

which contain i, over (52) total arrangements, which gives a probability p =

(52_(Cll;(1;fi!_(c(l;28_2)l!))!d! = % to get the value 1 at .
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This allows to factor the true gradient into the scalar product:
B[V e f(2)] = Vief(@)| = dIEV f(z + cu) = V f(@), u)ur]|
< dE|upu’ [V f(z + cu) = Vf(z)]|

where the last inequality follows from the property E||X — EX||? = E||X|* — |[EX|?,
which implies |[EX| = /E| X||? — E[(X — EX)|]> < E||X]], for any multidimensional

random variable X . Using the Cauchy-Schwarz inequality, we obtain:

IE[Vrf(@)] = Vef()] < Es (@) Buusy lurlulllVsf(z +cu) — Vs /()]

Since f € (Ls,, s2)-RSS and ||us|lp < s2, we have: ||Vgf(x + cu) — Vgf(x)| < L, ||cul.
We also have ¢ € [0, p], which implies ||cu|| < p||u||. Therefore:

IE[V e f(2)] = Vi f(@)| < EsEudLoullupl||ulllu] = EsEudLyullup|l|ul® = EsEudLypullur|
|SNF|

S2

(b) [ |SNF k
< dLsz/L ES| | = dLSzM\/]EkES|SmF_k_
So 52
= ALy |22 = Loyu/sd
dSQ

Where (a) follows from Lemma A.2.2, restricted to the support S, and (b) follows from
Jensen’s inequality. O]

(a)
< dL,,uEsE,

Expected norm
Lemma A.3.2. For any (Ls,, s2)-RSS function f, using the gradient estimator @f(x)
defined in (3.1) with ¢ = 1, we have, for any support F' € [d], with |F| = s:

E|Vrf(@)|® =er|Vrf(@)® + erel| Ve f(@)] + capspt”
with:
(i) ep = 32+2) <( d)( 2+ 3)

_ s(s 1)
(1) epe = 82+2 ( 2_ )
(iii) €qps = 2dL2ss9 ( s=1)(s2—1) )

Proof.

2

B[V f(z)|? = E ' @ +m;> — (@)

ur

— E%]f(a: + pu) — f(x)|*|up|?

= EE[f(fv + ) = f(x) = (Vf(x), pu) + (Vf(@), pu)*[lur|?
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Using the mean value theorem, we obtain that for a certain ¢ € (0, i), we have:
f(®+ pu) — f(&) = (Vf(® + ), pu)
Therefore, plugging this in the above:
E|Vrf(@)|* < PE(Vf(z + cu) = V(@) u) + (Vf(z),u)]|ur|’

& PRV (@ + cw) — V@), wur]? + (V (), w?] ]
< 2PE[|[V f(a + cu) — V(@) |2l | + (V (@), w)aer]
(0)20°E (L2127 ||| 2w | + (V (), w)? ]

9 2PE[L2 furl + (V f (@), w) fur )

— 9P [L27El|url? + Vf(2)" (Buu” |[ue|?) V§(x)]

= 2P (L2 7B fup |2 + V(@) (B o) Eonagstyuns” url2)V £ (@)

52

D 2L 1B url + Eg. (9 V (@) (Bysiispyun lurl V@) (A7)

Where (a) follows from the fact that for any (a,b) € R? : (a+b)? < 2a?+20?, (b) follows from
the Cauchy-Schwarz inequality, (c) follows from the fact that ||u|| = 1 since u € SZ, and
(d) follows by linearity of expectation. Let us turn to computing the following expression
above: Euwu(sg)uuTHuFHz. We start by distinguishing the indices that belong to F' and
those that do not. By symmetry, denoting i1, ..., 75 the elements of F':

I[‘lwu(sg)u?l||UF||2 == Eu~u(sg)ufs||uF||2
Therefore, for all 7 € F:

1 S
Eaisgy el url® = oo D Buaspl e
j=1

1 5 1
B SN F|E“NU(3§~) ZUZHUFW = 1SN F‘|Eu~u(3g)||uF||4 (A.8)
j=1

By definition of the restricted d-sphere on F' (see section A.1), for all u € SZ, if i ¢ S:
u; = 0. Therefore, since the exact indices of the elements of F' do not matter in the expected
value (A.8), but only their cardinality, (A.8) can be rewritten using a simpler expectation
over a unit |S|-sphere as follows :

Euwu(sg)||u1’||4 = EuNU(s\SI)||“[|SﬂFI]||4

Using Lemma A.2.2 to get a closed form expression of the expected value above, we further
obtain:
: 1 |SNF|(|ISNF|+2) |SNF|+2
! wtts W [[ur | 1SN F] d(d +2) d(d+2)

(A.9)
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Similarly, by symmetry, denoting iy, ...,74_s the elements of F:

Eu~u(sg)’u?j||uF||2 == Ewu(sg)’“?j||UF||2

Therefore, for all i € F"

Eyaistywi ur]” = Z]Ezwusd i up|” = — u~u<sdzu lur|?

@ 1
d—s

w 1
T d—s S(Eu~u(sg)||uF||2 - EuNM(Sg)HuH4)

Eppagsty ([ull* = lwrl*) ur]®

Where (a) follows from the Pythagorean theorem and (b) follows from ||u| = 1. Similarly
as before, rewriting those expected values and using Lemma A.2.2, we obtain:

' 1 ISNF|(d+2—(SNF|+2)) |SNF|
i 2 2 _ =
Vi g I Eyysayui|lurl” = d—|SNF] d(d+2) o d(d+2)
(A.10)

Finally, by symmetry of the distribution U(S8%), we have, for all (4, j) € [d]? with i # j:
Eyrstyuitsjlurl? = Eyysa) (—ui)ullupl® = —Ey sy wigllur|
Therefore, for all (i,7) € [d]?,i # j:
EUNM(Sg)Uz’UjHUFHz =0 (A.11)
Therefore, combining (A.9), (A.10) and (A.11), we obtain:
3]
Eu~u(sg)uuTHuFH2 =

Qq

With, for all ¢ € [d] : a; = d(d+2)

S0P g Plugging this back into (A.7), we obtain:
d(d+2)

{|SOF|+2 ifieF

A =By (@) [VS (@) (Bueaisyyun fur|?) V()]
B 1SN F| 42 SN F|
= ESN([;?) {m”vsrﬂ?ﬂa?)w + m

— ;) [ESN([SdZ]) [|S N F‘ ”VFﬂSf(w)“2]

Hva(mﬂ@nﬂ

So(s2 + 2
+2B (1) [IVrnsf @I + 1S 0 F| [ Vs f @)]] (A.12)
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We will now develop the expected values above using the law of total expectation, to exhibit
the role of the random variable k& denoting the size of S N F. Given that we sample s
indices from [d] without replacement, k follows a hypergeometric distribution with, as
parameters, population size d, number of success states s and number of draws sy, which
we denote H(d, s, s2). For simplicity, we will use the following notations for the expected
values: Ei[] := Epon(ds,s)], and Egysnp=k[-] = ES~(£°2)||SHF\:k[']' Therefore, rewriting

(A.12) using the law of total expectation, we obtain:

1
A= ———— [EEgsar=ik||Vsnrf(@)|]” + 2EsEs)snrj=k|| Vsnr f () ||”
82<82 + 2)

HEEs) snpi—k k]| Vs\snm) f ()]|]

1
= _[E.kE v x)||* + 2EgE ||V x)|?
Py P [ExkEs)snri=k | Vsnarf (@) sEsjisnri=kl|Vsnr f ()]

FEWKEs) snri=k ]|V s\(snr) f () [|] (A.13)

To compute the conditional expectations above, let us consider the first of them (the other
ones will follow similarly) : Eg)snpi=k||Vsnrf(x)||*. Given some k, from the multiplication
principle in combinatorics, we can have (Z) (sd;_‘z
elements of that support are in F' (because it means there are k elements in F' and sy — k

elements outside of F'). So the conditional probability of each of those supports S, assuming

) arrangements of supports such that &

-1
they indeed have at least one element in common with F', is ((Z) (;iii)) . Otherwise it is

0. To rewrite it:

P(S|[SNF|=k) = ((2)(5‘212))_ if SNF #9

0if SNF#2

So, developing Eg|isnr|=k||Vsnr f(x)||* using the definition of conditional probability, we
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have:

Esjjsori=k|Vsorf(@)|> =Y P(S| SN F|=k) Y Vif(x)’

S 1E€ESNF

B s/|smz;| k <(Z) (S‘i _—Z) ) : Zgﬁ:F Vif(x)®

() 5 e

S/|SmF| ki€SNF

)
(2 2,5,
(()( )) (3‘1)<Si:;)vif<x>2

s
i€EF
s
= 2|V (@) (A14)
Where (a) follows by re-arranging the sum, and (b) follows by observing that by the
multiplication principle, there are (Zj) ( - S) possible arrangements of support such that:
(|SNF| = k), (S > i), since one element of S'is already fixed to be i, so there remains k — 1

indices to arrange over s — 1 possibilities, and still sy — k indices to arrange over d — s
possibilities. Similarly, to (A.14) we have, for the second expectation:

—
S
N

—
=
=

s9 — k
Esiisnri=k [ Vs\sne f(@)[|? = ;_ . IVpe f ()] (A.15)

Therefore, plugging (A.14) and (A.15) into (A.13)

k k s —k
s [E @+ B s + Bk E v ]
- 1+ ) { IVef(@)|? [Exk? + 2Ek] + || Ve f ()| {dS—Q - (Exk) — - i SEkaH
(A16)

Since k follows a hypergeometric distribution H(d, s, s3), its expected value is given in

closed form by: Eyk = 22 (see [91], section 2.1.3). We can also express the non-centered

moment of order 2, usmg the formula for Var(X) = E[X?] — (E[X])?, which holds for a
random variable X, where Var(X) denotes the variance of X:

a d—sd— 2 d—sd—
Eik® = Var(k) + (Be[k])? & 2222 82+(832> :382< i 82+SS2>

d d d-—1 d d d d-1 d
889 d?> — sd — sod + 559 + $Sod — SS9 88y [(d— 85— 83+ 559
- d d(d—1) o d d—1
ssy (s —1)(se — 1)
= — 1
q < i—1
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Where (a) follows by the closed form for the variance of a hypergeometric variable given
in [91]. Therefore, plugging in into (A.16):

EsVf(z)" (Eu5|SUUTHUFH) ()

B e

b Ve i@ 528%—;5%(“‘jﬁ‘”ﬂ)]

:S+2{| Pf(a B( 1)+3>]

19 [ (o ((8‘?5?‘”“))“

— g [IVere | (S )

HYef@I | (o (5_182_1)“))” i

Let us simplify the rightmost term:

a (- () =

Aty

Plugging it back into (A.17):

EsV f()" (Bygsun’ [lup|?®) Vf(z)
- 1 z 2 (8 — 1)(52 — 1) - 9 3(32 — 1)
- st e (S ) 4 o (2]

Finally, plugging this back into (A.7):

E|Vif(@)|? = 28 |12, 12Bllur|* + Vf(@)" (Euu”|ur|?) V()]

= 20 | L2 i BiBujsnriolur |2 + Vf (@) (Bua” fur|?) Vf(@)|

v :L§2u2Ekk2 + V() (Buu” |urp)?) V f(a:ﬂ

— dZLEQIMQSSQ ((S_Cll)<3§— 1) + 1)

M ver@e (29D 4 8) o (L))

(82 +2)

+

O

49



A.3.2 Batched-version of the one-direction estimator

We now describe how sampling ¢ > 1 random directions improves the gradient estimate.
Our proof is similar to the proof of Lemma 2 in [57], however we make sure that it works
for our random support gradient estimator, and with our new expression in A.3.2, which
depends on the two terms |V f(z)||? and ||V ref(z)|>. We express our results here in the
form of a general lemma, depending only on the general bounding factors ep, epe, .5 and
e, defined below, in such a way that the proof of Proposition 1 follows immediately from
plugging the results of Lemma A.3.1 and A.3.2 into Lemma A.3.3 below.

Lemma A.3.3. For any (L,,, s;)-RSS function f, we use the gradient estimator V f(z)
defined in (3.1) with ¢ > 1. Let us suppose that the estimator @f(:v) is such that for ¢ =1,
it verifies the following bounds for some ep, epe, €aps and €, in R, for any support F € [d],
with |F| = s:

(i) [EVrf(z) — Vi f(@)|* < eup?, and

(i6) BV p f (@) < 2pl[Vpf (@) + 2pe [V ref ()2 + et

Then, the estimator V f (x) also verifies, for arbitrary g > 1 :

(a) |EVEf(z) — Vrf(@)]® < eup’

O E[Tes@)| < (2 +2) IVef @2 + Ve @)+ (22 +22,) 12

Proof. Let us denote by Vf(x; (u;)Z,) the gradient estimate from (3.1) along the i.i.d.
sampled directions (u;)L, (we simplify it into V f(2;w) if there is only one direction w).
We can first see that, since the random directions u; are independent identically distributed
(i.i.d.) we have:

EVf(x; (u;)_,) = E- ZVf T;u;) = ZEVf x:uy) = EVf(x;uy)

50



This proves A.3.3 (a). Let us now turn to A.3.3 (b). We have:

-

2

E M@Ff(w, (u;)f_y) éi @Ff(a:; u;)

— q—12]E (Z @Ff(w;ui)> (Z @Ff(m;ui))

— % Z ZE [@Ff(i'?% Ui)T@Ff(mé uj)}
i=1 j=1
D BV @+ Y (Vi) (B e ()

i=1 j=1(ji)

= % [QEH@FJC(CL‘, up)||® + q(q — 1)|‘E@Ff(a:, ul)‘ﬂ
< qlz [q R Vrf(@)? + epe Ve f(@)]* + capsi®] +a(q—1) HE@Ff(w; u1)m

(A.18)

Where (a) comes from the fact that the random directions are i.i.d. and (b) comes from
assumptions (i) and (ii) of the current Lemma (Lemma A.3.3). Assumption (ii) also allows
to bound the last term above in the following way:

IEVef(z;u)|]? < 2| Vef(z;w) — EVef(z;w)|? + 2| Ve f(z;u)|?
< 26,0 + 2|V f(m; u)|? (A.19)

Plugging (A.19) into (A.18), we obtain:

?|

~

Vef(x)

Ve f(z)|?

} < Lo+ 20— 1) Ves @) +

—_

+ = [eapsit® + 2 (g — 1) gups’]

<

<9 =

EFe Eabs
+2) Vs + HVFef(w>H2+< : +2eu) 2

A.3.3 Proof of Proposition 1
Proof. Proposition 1 (a) and (b) follow by plugging the values of ep, epe, €ans and ¢,

from Lemma A.3.1 and Lemma A.3.2 into Lemma A.3.3. Proposition (c) follows from the
inequality ||a + b||* < 2||a||* + 2]||b||?, for a and b in R? with p € N*. O
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A.4 Proofs of section 3.1.2

A.4.1 Proof of Theorem 1

Proof. We will combine the proof from [96] and [66], using ideas of the proof of Theorem 8
from Nesterov to deal with zeroth order gradient approximations, and ideas from the proof
of [96] (Theorem 2 and 5, Lemma 19), to deal with the hard thresholding operation in the
convergence rate. Let us call  an arbitrary learning rate, that will be fixed later in the proof.
Let us call F' the following support F' = F¢~Yu F® Usupp(z*), with F® = supp(z!). We
have, for a given random direction w and function noise &, at a given timestep ¢ of SZOHT:

le — 2" — gV efel@’) + nVifel@)|? = 2' - |’ - 2’ — 2", Vife(a") - Vifela"))
IV fe(@!) - Vi fe(@)]?

Taking the expectation with respect to £ and to the possible random directions uy, ..., u,
(that we denote with a simple u, abusing notations) at step ¢, we get:

Eeulle’ — @* — nVpfe(x') + nVpfe(®)|?
= ||z’ — z*|* — (e’ — & Beu[Vrfe(x') — VFfs( M + 1" Eeul Ve fe(@') = Vi fe(z)|
= [l&' — 2> = 2n(z’ — 2", Eg u[Vrfe(z') — Ve fe(z")])
—2n(a’ — x", Be[Bu Vi fe(') — VFfs(fL' )]> + B’ Vi fe(@') — Vi fe(a)|
= [l' —x*|* — 2n{x’ — a7, VFf( )= Vrf(z"))

-2y (= 37) o (BeRVrfe(a) - rfela))

+Eeun’|Vrfe(a') — Vi fe(x®)|

< la! =P = 2’ =", Vrf(a) = Vis(a) + Lo’ =

(@) — Vfe@ I + 1BeullV e fe(@) - Vife(@)? (A.20)

L2

Where (a) follows from the inequality 2(u,v) < |ul® + ||v|* for any (u,v) € (R%)2
From Proposition 1 (b), since almost each f¢ is (Ly, s')-RSS (hence also (Ly, s2)-RSS), we
know that for the ep, epe and e, defined in Proposition 1 (b), we have for almost all &:
Eu||Vefe(®)|? < epl|Vefe(@)||? + epe||V e fe(@)||* + capsps®. This allows to develop the
last term of (A.20) into the following:

EeulVife(@') — Vife(@)? < 2Beul Vi fe(@)| + 2BV fe(a™)|?
< 2epEe||Vr fe(@")||* + 2epEe ||V re fe(2)|*
+ 2eapstt” + 2Be ||V fe() ||
< 2cp [2Be||Vrfe(®') — Vi fe(x)|* + 2Ee|| Vi fe(®") ]
+2epe [2Ee||Vpe fe(a") — Ve fe(x)||* + 2Ee]|V e fe (7))
+ 2abstt” + 2Ee ||V fe()||*
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Just like the proof in [96], we will express our result in terms of the infinity norm of
V f(x*). For that, we will plug above the two following inequalites: Same as their proof
of Lemma 19, we have [|[Vgf(z*)|| < ||Vsf(2*)| (that is because we will have equality if
the sets in the definition of F', namely F*~V F® and supp(zx*), are disjoints (because
their cardinality is respectively k, k and k*), but they may intersect). And we also have
IVsf(x*)|3 < s||Vf(x*)||%, (by definition of the £3 norm and of the /4, norm). Similarly,
we also have: ||Vpef(x*)||3 < (d—k)||Vf(x*)|%, since |F¢| < d — k.

Therefore, we obtain:

EeullVEfe(@') — Vi fe(z)|?
< depBe|Vife(x') — V fe(x?)||* + depeBe | Ve fe(x') — V fe(x*)|?
+ ((4eps +2) + epe(d — k)Ee |V fe (@) 12, + 2eansps”

(a)
< depBe||V fe(x') — Vfe(x ) |I* + ((4eps +2) + epe(d — k) Ee[|V fe(x™) 15 + 22anspt”

Where (a) follows by observing in Proposition 1 (b) that epe < ep, and using the definition
of the Euclidean norm. Let us plug the above into (A.20), and use the fact that, from
Proposition 1 (a), since each f¢ is (Ly, s := max(ss,s))-RSS, it is also (Ly, s2)-RSS,
so for the ¢, from Proposition 1 (a), we have, for almost any given &: ||E,Vpfe(x') —
Viefe(xh))]]? < e,u?, and let us also use the fact that since each f¢ is (Ly, max(ss, s))-
RSS , it is also (Lg, |F|)-RSS (since |F| < s) which gives that for almost any &: fe:
|V fe(x') — V fe(x*)||* < LA||2' — =*||?, to finally obtain:

Eeullz' — 2" — 0V fe(@') + 0V fe(z)”
<( + WLy +depn’Ly)||a’ — 2" ||* — 292’ — 2", B[V fe(x') — V fe(x")])

+ L—zu + 20" eansit” + 1% ((4eps +2) + epe(d — k) Ee |V f(2)]1%,

= (1 + L2+ depn® L2)|| 2! — x*|)* — 2n(x' — x*, V f(z') — V("))

+ L—Zu + 20%eanstt® + 107 ((deps + 2) + epe(d — k))Ee ||V f(2*)]1%
Since f is (v, s)-RSC, it is also (vg, |F|)-RSC, since |F| < 2k + k* < s, therefore, we have:
(' —x* Vf(z') — Vf(x*)) > vz’ — x*||* (this can be proven by adding together the
definition of (v, s)-RSC written respectively at @ = x',y = *, and at x = x*,y = z').
Plugging this into the above:

Eeulz' — 2 — Ve fe(@') +nVefe(a")|?
(1 — 2nvg + (dep + 1) L20?) ||l&' — =*||?

+ L—Qu + 20 s’ + 1 (4eps +2) + epe(d — k) Eel|V fe(z7) |15

The value of n that minimizes the left term in 7 is equal to ( (because the optimum

4€F<V|*SI)L§,
of the quadratic function az? + bx + ¢ is attained in —% and its value is —% + ¢). Let us
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choose it, that is, we fix n = (4€F~Vk—81)L§,' Let us now define the following p:
2 v} Vi
pr=l- N =l e
4(4ep +1)L2 (dep +1)L2

We therefore have:

Eeullz' — 2" — Ve fe(@') + 0V fe(z")]?

£ *
S g (s +2) + 2pe(d — K)Ee 9 fe(a)

< plla’ — 2" +

We can now use the fact that for all (a,b) € (Ry)?: vVa + b < /a+ Vb, as well as Jensen’s
inequality, to obtain:

Eeula’ — 2" —nVife(@') +nVefe(@)]
Ly

<plz’ — 2|

2€abst” ) +epe(d = ) Ee[|V fe ()3,

We can now formulate a first decrease-rate type of result, before the hard thresholding
operation, as follows, using for 7 the value previously defined, and with:

y'i=a' —nVife (') (A.21)

Eeully' — @' = Beu ||z’ = nVife (2!) — 2’
< By ||z — " — Vi fe (@) + Vi fe(@®)|| + nBe | Ve fe(a")|
= Eeo @' — 2 — n¥efe (@) + nVifel@)|| + nEe\/ IV e fe(@)]
< Eeu [z — 2 — n¥rfe (2) + nVefe(a)| +ny/Ee |V fe(@)*
< pllat — || +n(y/(eps + 2) T epeld — k) Ee |V (@)%
o\ Ee [V fe(@)II%.) + M N

= p|la’ — || + n(v/(4ers + 2) +epe(d—k)+ \/5)\/]Es IV fe(=*)I1%,

26 abs it
(%)p”wt—a: (V/(4eps +2) +epe(d — k) +/s5)o
+ \é—_j“un%\/m
<pllet — || + n(v/(Heps +2) + epe(d— k) + Vs)o
+ \é__i,u“*”\/m (A.22)
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Where (a) follows from the o-FGN assumption. We now consider ‘™!, that is, the best-
k-sparse approximation of z := &' — nV fe () from the hard thresholding operation in
SZOHT. We can notice that x% = ' (because supp(x!) = F® C F), which gives y* = 2%.
Since F#*1) C F, the coordinates of the top k& magnitude components of 2! are in F, so
they are also those of the top k magnitude components of 2% = y*. Therefore, '™ is also
the best k-sparse approximation of y‘. Therefore, using Corollary A.2.1, we obtain:

t+1

lz" — 2" < 7lly" — =7

with:

7::¢1+(w7k+wa4+kvkwﬁmﬁ/z (A.23)

Where k* = ||z*||o. Plugging this into (A.22) gives:

Eeulle™ — x| <yp e’ — || + (v (4eps + 2) + epe(d — k) + Vs)o

\/€
+°7 E 0+ 0y 2eanspt

This will allow us to obtain the following final result:

Ellz* — 2" <pll’ — o

J/

—l—’y? (\/(45Fs+2) +epe(d—Fk)+ \/§> o

-~
=a

9
+ (\é—_“ + n%) p (A.24)

J/

-~

=b

with n = m and p? =1 — ﬁ. We need to have py < 1 in order to have a

contraction at each step. Let us suppose that k > p?k*/(1 — p?)?: we will show that this
value for £ allows to verify that condition on py. That implies % < (1;#. We then have,

from the definition of v in (A.23):

2 (1—p%)? (1—p?)*\ (1=p*)*)\ 1
v <1+ T+\/(4+ ,02 ) pQ >§

:H_O—MP+¢GM+LWLJﬁ>O—wjz

p? p? p? 2
1— p?)? 1+ p2)2(1—p2)2\ 1
[ 5>+¢<+mg p))_
p P 2
1—p22  (1+p)1-p))\ 1 1— )1 =2 +14p))\ 1
g (=) ApHA=pHN L (A=) =t 1) L
p? p? 2 p? 2
1-—p*) 1
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Therefore, we indeed have py < 1 when choosing k > p?k* /(1 — p?)%.

Unrolling inequality (A.24) through time, we then have, at iteration ¢ + 1, and denoting
by & the noise drawn at time step ¢ + 1 and u'** the random directions wy, ..., u, chosen
at time step t + 1, from the law of total expectations:

EHthrl — w*H = E£t7ut L

< Bt g1t [v0ll2" — 27| + vao 4 yby]

= VB¢t ut,. g1 (|2 — x*|]] + vao +~ybu

< (1)’ Egt w1 gran (|27 — 27| + (vp)?a0
+yao + (yp)bp + by

s@@”wﬂ“—ww+<§]wﬁ>WW+(EXWN>WM

El7u1E§t+l7ut+1‘£t7ut7”’£1’ul H.’B .’IU*H

[RS]

1=0 =0
1 — t 1 — t
= (1) e — )+ L0 g L2 ON
L—=np L—=np
< (3)" 20 — @[ + — a0 + ——bu
L—7p L—~p
Where the last inequality follows from the fact that py < 1. [

A.4.2 Proof of Lemma 1

Below, we prove that there is a minimal value for ¢:

Indeed, we need the ZOHT to converge so we need py < 1. From the expressions of p
and v We have p = p(q, k), and v = (k). We recall those expressions below:

)= ¢ 1+ (ke kAT R RTE) /2

2

2 __ Vg _ 1 : Ly
pr=1- @ertDLZ, — © 7 [eptDa? with £ = 2=,
with: ep = q(szim <(572£S1271) + 3) +2, with s = 2k +k* (we consider the smallest s possible

from Theorem 1)
So therefore:

1
e TR 3+ 0] 2
q(52+2)( d—1 + ) + k
- 8d [ (2k+k*—1)(s3—1)
[Q(52+2)( i T3+ 9] K?

. 16dk2(s2—1) 2 8d (s2=1)(k*—1)
Let us define a := (1(52+2—)(26l—1) and b=k [q(52+2)[ 2Ll + 3]+ 9]

We then have:
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pr=1-

ak +b

To ensure convergence, we need to have py < 1, therefore the first condition that we

need to verify is k > p?k* /(1 — p?)%.

Which means we need:

L > (1 — ak+b) K
— 2
=)
k> [(ak +b)* — (ak + b)] k*
k> k* [a®k* 4 2abk + b* — ak — b]

1
0> k*a’k* + <2ab - a) Kk 4 (b° —b) k*

If we want that there exist a k£ such that this is true, we need (since k* > 0):

A>0

with:

k*2(2ab — i - a)2 — 4k a® (b2 — )

2
1
( 4ab® + — + a) — 4ab (E + a)) — 4k*? > (b2 — b)

2% dab
— 2 [4a2b2 2 4 k—“ _ ki — 4a2b — 402V + 4a2b}
=1+ a’k?+ 2ak;* — 4abk*

A>0=14d’k™+ 2ak* > 4abk*
Let us express a and b in terms of ¢, as:
2 _
a= 4 with A= 16dr" (52 — 1)
q (82 + 2) (d — 1)

b=§+0 with B:M{(Sfim(<82_;)_(k1*_1)+3)}

and with C' = 9x?

So plugging in (A.30), what we need is:
A? A A (B
1+ —2/{*2 +2—k" > 4— (— + C> k*
q q qa \q
¢* + A*K* + 2Ak*q > 4ABK* + 4C Agk*
¢+ q(2AK* —4CAk*) + A*k** — 4ABEK* > 0
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To ensure that, we need to compute A’, defined as:

A= (2AK" — ACAk™)? — 4 (A*k™? — 4ABK")
= 4A%*? + 16C? A%k — 16C A%k*? — 4A%k* + 16 ABK*
= 16CA%k*(C — 1) + 16ABk* = 16 Ak* [k*C(C — 1)A + B]
We now have:
C=9*=C>1=A">0

Therefore, there is a minimal value for ¢, and it is:

q Z Gmin
With:
— (2Ak* — 4CAK*) + \/T6CAK2(C — 1) + 16ABk"
2Ak* (20 = 1) + /164252 [C(C — 1) + ]
= 5 (A.35)

where we assume that s; > 1 (so that A > 0), and with, as we recall: A = % and
B — 8H2d((82—1)(k*—1) +3)

so+2 d—1
: . B _ 1 _ 1 | 3d-1
So,if ss>1: = =5 — 5= + 250—1

Therefore: ¢uin = Ak* [20 -1+ 2\/0(0 —1)+3— ﬁ + §d;1J

2 s2—1

. . So— *;{,2 —
with C' = 9x2, which reads: ¢min = % [18/@ -1+ 2\/95(9/1 —1)+ % — 2,1& + %;12__11

Now, if s = 1, we have A = 0, so therefore, from (A.34), ¢uin = 0, so there is no condition
necessary condition on ¢ so that there exist k such that: & > p*k*/(1 — p?)%.. We may
therefore think that it is possible to take ¢ = 1 in that case. However, there is another
condition on k that should also be enforced, which is that k£ < d (as explained in the next
Remark in the main manuscript). And in that sy = 1 case, if we take ¢ = 1, we have
a =0, and b = £?[8d + 9] (from (A.31) and (A.32)). Therefore, enforcing the condition
k > [(ak + b)*> — (ak + )] = b(b — 1) will necessarily violate the condition k < d. Therefore,
there is also a minimal value for ¢ in this case, though it is for a different reason than the
conflict between p and 7.

| I

A.4.3 Proof of Corollary 1

Proof. We first restrict the result of Theorem 1 to a particular q. By inspection of
Proposition 1 (b), we choose ¢ such that the part of er that depends on ¢ becomes 1:
we believe this will allow to better understand the dependence between variables in our
convergence rate result, although other choices of ¢ are possible. Therefore, we choose:

q = sf—i 5 <<S — ;)Esi ) + 3> (A.36)
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so that we obtain: €%, := 1+ 2 = 3 (from Proposition 1 (b)), which also implies :

/. Vs _ Vg
T e T )12 T 1313
and:
PR S (A.37)

- (4eh +1)L% T 13I2

Now, regarding the value of ¢, we also note that any value of random directions ¢” > ¢
can be taken too, since the bound in Proposition 1 (b) would then still be verified for &',
(that is, we would still have E||Vpfe(z)||?> < e%l|Vafe(@)||? + el Ve fe(®)]]? + €apstt®)
(with . the value of ep. for ¢ = ¢).

Therefore, we will choose a value ¢” so that our result is simpler. First, notice that
s<d = 1—% <1-1 = s=slcdd o sl < 2. Therefore, ifwetakeq22s—|—6%,

d 5 d 1=
we will also have ¢ > sfiz (“’2&512’1) + 3) =q.

Let us now impose a lower bound on k that is slightly (twice) bigger than the lower
bound from Theorem 1. As will become clear below, this allows us to have a py enough
bounded away from 1, which guarantees a reasonable constant in the O notation for the
query complexity (see the end of the proof). Let us therefore take:

p2

and plug the value of p above into the expression:

2 1-— 2 2\ 2 2
> 1312, 1312,
kz%*p—:»kzzk*%@kz%*(( S)— )

(1—p?)? e 202 20?2
13 13
<~ k Z 21{?*(7I€2)(?:‘€2 — 1)

L
Vs

With k denoting ==. Therefore, if we take:

k> (86k* — 12K7%)k*

we will indeed verify the formula above k > 2k*(£x%)(££2 — 1).

We now turn to describing the query complexity of the algorithm: To ensure that (yp)|la©® —
x*|| < e, we need:

log(L) log(||® — &) (A.39)

t> -
€

- log%

with vp belonging to the interval (0,1). Let us compute more precisely an upper bound to
P in this case, to show that it is reasonably enough bounded away from 1: Taking k as

59



described in (A.38), and plugging that value into the expression of v from Theorem 1, we

obtain:
=14+ (% + \/(4+ (1 ;pé)z)z) (1 ;p§2)2) P

1 ((1=p")° (1—p2)\ (1—p?)
§1+—2<T+\/<4+ 7 ) e )/2
1

Where the simplification in (a) above follows similarly to (A.25). Therefore, in that case,
we have:

1 1 1
2.2 < 2 4 1— %) = + 21— —
Py < p \/5( p°) 7 P ﬂ)
1 2 1 21— %) @ 1
- Sy )= V2

AT pa)i-25) Br2 0 262

Where (a) follows because (1 — \/LE) ~ 0.29 > 1/4 Therefore:

1 S 1
= 1
(p)? ~ 1= 5=

(A.40)

Given that log(tX) > z for all z € [0,1), we have:

1 Ly, !
N (m)2) ~ 2682

12
log(;7)  log(z7ye)

Therefore, plugging this into (A.39), we obtain that with ¢ > 522 log(1) log(||z® — z*||) =
O(k?log (1)) iterations, we can get (vp)|le —z*| < e.

Therefore:
< 52k

To obtain the query complexity (QC), we therefore just need to multiply the number
of iterations by the number of queries per iteration ¢ = 2s + 6%: to ensure (yp)!||x —
x*|| < e, we need to query the zeroth-order oracle at least the following number of times:
(25 +62)52x log (L) log([l® — a*[|) = O((k + L)k log(%)), since s = 2k + k*.

A.4.4 Proof of Corollary 2

Almost all f¢ are L-smooth, which is equivalent to saying that they are (L, d)-RSS. So we
can directly plug ss = d in equation (A.36), which gives a necessary value for ¢ of:

2
Cd+2

q (s +2) (A.41)
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Since any value of ¢ larger than the one in (A.41) is valid, we choose ¢ > 2(s + 2)(>
%(s + 2)) for simplicity. The query complexity is obtained similarly as in the proof
of Corollary 1 above, with that new value for ¢ (the number of iterations needed is
unchanged from the proof of Corollary 1), only the query complexity ¢ per iteration
changes), which means we need to query the zeroth-order oracle the following number of
times: 2(s + 2)52x? log (L) log([|x® — @*||) = O(krlog(2)) O

£

A.5 Projection of the gradient estimator onto a sparse
support

Below we plot the true gradient Vf(z) and its estimator Vf(z) (for ¢ = 1), as well as
their respective projections Vg f(z) and @Ff(x), with FF' = {0,1} (i.e. F is the hyperplane
z = 0), for ng; random directions. In Figure A.1(b), due to the large number of random
directions, we plot them as points not vectors. For simplicity, the figure is plotted for u — 0,
and s; = d. We can see that even though gradient estimates \Y f(z) are poor estimates of
Vf(z), Vpf(z) is a better estimate of Vpf(z).

Vi),
IVf(z) - V()|
| Vf(x)
va(x)
Vrf(z) |Vrf(z) — Ve
(a) nair =1 (b) nair = 106

Figure A.1: Vf(z) and Vf(z) and their projections Vyf(z) and Vg f(z) onto F

Remark 5. An interesting fact that can be observed in Figure A.1(b) above is that when
1w — 0 and sy = d, the ZO gradient estimates belong to a sphere. This comes from the fact
that, in that case, the ZO estimate using the random direction w is actually a directional
derivative (scaled by d): V f(x) = d(V f(x),u)u, for which we have :
o d 2 2 2 d? 2
IVf(@) = SVF@)|" = d(V (@), w)"(u,u) + V()]

d2
= IV @)

(since ||u|| = 1). That is, gradient estimates belong to a sphere of center 4V f(x) and

radius 4|V f(x)|. However, the distribution of Vf(x) is not uniform on that sphere: it is
more concentrated around 0 as we can observe in Figure A.1(b).
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A.6 Value of py depending on ¢ and £*

In this section, we further illustrate the importance on the value of ¢ as discussed in Lemma
1, by showing in Figure A.2 that if ¢ is too small, then there does not exist any k that
verifies the condition k > %, no matter how small is £* (i.e., even if k* = 1). However, if
q is large enough, then there exist some k* such that this condition is true. To generate the
curves below, we simply use the formulas for v = v(k, k*) and p = p(s, q) with s = 2k + k*
from Theorem 1, and with d = 30000 and s, = d.

a: 200 q: 5000 a: 30000

/

//

EERRRRN

=

(a) ¢ = 200 (b) ¢ = 5000 (¢) ¢ = 30000

Figure A.2: py (y axis) as a function of k£ (z axis) for several values of ¢ and k*

A.7 Dimension independence/weak-dependence

In this section, we show the dependence of SZOHT on the dimension. To that end, we
consider minimizing the following synthetic problem:

min f(x) st. |zl <k

with k& = 500, and f chosen as: f(z) = if|x — y||?, with y; = 0if i < d — k* and
Y = m if 1 > d — k* with k* = 5. In other words, the k£* last components of y are
regularly spaced from 1/k* to 1: in a way, this simulates the recovery of a k*-sparse vector
y by observing only the squared deviation of some queries . In that case, we can easily

check that f verifies the following properties:

e fis L-smooth with L = 1, as well as (Ly, s')-RSS for any s’ such that 1 < s’ < d,
with Ly = 1, and (vs, s)-RSC with s = 2k + k* and vs =1 (so k = V£ = ],“/’ =1)

o y=x*=argmin, f(x) st || <k
e fly)=flx")=0
o Vf(y)=0so0 fis o-FGN with 0 =0
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We also note that the above setting of k and k* verifies k& > (86x% — 12k2)k* (since
k = 1). Finally, we initialize ° such that % = 1/d if d — k* > 7 and 0 otherwise. We
choose this initialization and not x° = 0, just to ensure that V f(x%); # 0 for any i: this
way the optimization is really done over all d variables, not just the £* last ones. In
addition, this initialization ensures that ||2° — 2*|| is constant no matter the d, which makes
the convergence curves comparable. We consider several settings of sy to showcase the
dependence on the dimension below.

Dimension Independence

e sy = d: As from Corollary 2, we take ¢ = 2(s + 2) with s = 2k + k* (i.e. ¢ = 2014).
We choose p = 1e — 8, to have the smallest possible system error due to zeroth-order
approximations. As we can see in Figure A.3, all curves are superimposed, which
shows that the query complexity is indeed dimension independent, as described by
Corollary 2

e 55 = O(%) (We choose s, = [2]): As from Corollary 1, we take ¢ = 25 + 6 with
s = 2k + k*. In that case, from Corollary 1, the query Complex1ty will still be O(k)
(i.e. dimension independent), as a sum of two O(k) terms, although larger than in
the case sy = d above (since the constant from the O notation in Corollary 1 will be
larger here). We can observe that this is indeed the case in Figure A 4.

Dimension weak-dependence We now turn to the case where ss is fixed. We choose ¢
as in Corollary 1 (¢ = 2s + 6% with s = 2k + k* ): the query now depends on d in that
case, as predicted by Corollary 1, which can indeed be observed in Figure A.5.

A.8 Additional results on adversarial attacks

In this section, we provide additional results for the adversarial attacks problem in 3.1.3,
in Figure A.7. The parameters we used for SZOHT to generate that table are the same
as in 3.1.3, except for MNIST, for which we choose k = 20, ¢ = 10, and s, = 10, and for
ImageNet, for which we choose & = 100000, s, = 20000 and ¢ = 100. As we can see, SZOHT
allows to obtain sparse attacks, contrary to the other algorithms, and with a smaller ¢,
distance and a larger success rate, using less iterations: this shows that SZOHT allows
to enforce sparsity, and efficiently exploits that sparsity in order to have a lower query
complexity than vanilla sparsity constrained ZO algorithms.
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(a) f(x)
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(b) flz — =]

Figure A.3: s =d
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(a) f(z)
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Figure A.4: s5 = [¢]
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Function Evaluations

(a) f(x)

0 40000 60000 80000 100000 120000 1400
Function Evaluations

(b) flz — =]

Figure A.5: s =50

Figure A.6: Dependence on the dimensionality of the query complexity

Method ASR /{y dist. /5 dist. Iter Method ASR /{y dist. /¢y dist. Iter
RSPGF  78%  100% 10.9 67 RSPGF  83%  100% 4.1 326
ZORO  75% 100% 15.1 550 ZORO  86%  100% 62.9 592
ZSCG  79%  100% 10.3 252 ZSCG  86%  100% 8.4 126
SZOHT 79% 2.5% 8.5 36 SZOHT 91% 1.9% 2.6 26
(a) MNIST (b) CIFAR

Method ASR /¢, dist. ¢y dist. Iter.

RSPGF  91%  100% 19.9 137

ZORO  90% 100% 1119 674

Z8CG 7% 100%  111.3 277

SZOHT 95% 37.3% 10.5 61

(¢) ImageNet

Figure A.7: Summary of results on adversarial attacks
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Appendix B

Appendix: k-support norm

B.1 Notations and definitions

First, we describe some of the notations that will be used in this Appendix. [v]s denotes
the restriction of a vector v to the support S, [v]; denotes its i-th component, M T denotes
the transpose of a matrix M, and M denotes the Moore-Penrose pseudo-inverse of M [37].
I, denotes the identity matrix in R™". [d] denotes the set {1, ...,d}, and [¢] denotes the set
of all the sets of k elements from {1,...,d}. S denotes the complement in [d] of a support S,
that is, all the integers from [d] that are not in S. df denotes the subgradient of a function
f [76]. conv(A) denotes the convex hull of a set of vectors A C R? (that is, the set of all
the convex combinations of elements of 4). We then introduce the following definitions:

Definition 4 (Legendre-Fenchel dual |76|). For any function f : R? — R U {—o0, +00},
the function f*:R% — R defined by

fly) = S?up{<y, w) — f(w)}

is the Fenchel conjugate or dual to f.

Definition 5 (hard-thresholding operator |[11]). We define the hard-thresholding operator
for all z € RY as the set mpr(z) C RY below:

: 2
Z) .= a w —z
Thr(2) 1= arg wera | IE

Remark 6. myr(2z) keeps the k-largest values of z in magnitude: but if there is a tie
between some values, several solutions exist to the problem above, and the set wyr(2z) is not
a singleton.

Example 3. With k = 1: myr((2,1)) = {(2,0)} and 75r((2,2)) = {(2,0),(0,2)}
Definition 6 (top-k norm). We define the following top-k norm || - ||, for all w € R%:
lwllw) = |75 (w)]l2

Where w30 (w) denotes any element from wyr(w) (since they all have the same norm). In
other words, ||w||x) is the {3 norm of the top-k elements from w.
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B.2 Recall on the conditions of recovery with 11 regular-
ization

In this section, we briefly recall the conditions for sparse recovery with ¢; norm regularization
from [10], and why they are equivalent to Assumption 7. The authors of [10] proved in their
Theorem 4.7 that this Condition 4.3 is a necessary and sufficient condition for achieving a
linear rate of convergence for Tikhonov regularization with a priori parameter choice. We
present below that original Condition 4.3:.

Assumption 8.

1. w* solves the equation Xw =y

2. Strong source condition: There exist some X € R™ such that :
X'A€O| - |li(w*) and [{x;,AN)| <1 for i supp(w*)

where supp(w™) is the support of w* (that is, the set of the coordinates of its nonzero
elements)

3. Restricted injectivity: The restricted mapping X guppw=) 45 tnjective.

We now show that this Assumption 8 is equivalent to the following assumption:

Assumption 9.

1. w* solves the equation Xw =y
2. Restricted injectivity: The restricted mapping X suppw=) 15 1njective.

3. w* verifies:
max |(X fa, sgn(wi))| <1 with S = supp(w®)
e5

Lemma 2. Assumptions 8 and 9 are equivalent.

Proof. Assume 8. Since it is a known property of the ¢; norm that: [0 - ||s(w*)]; =
[sgn(wg)]; if i € S, and [0 - |1 (w")]; = [-1,1] if i € S, we obtain that, for some XA € R™,
and S = supp(w*), we have:
{Vi € supp(w*) : X' XA =sgn(wy) and Vi¢&supp(w®): [(z;A)] <1}
— {XJX=sgn(w}) and max|{x,A)| <1}
tes

Lo = (X1)Tsgn(w?) and  max (2, A)| < 1}
lesS

— max [{xy, (X;)ngn('wfg)}\ <1l = ma;<|<ngg,sgn(w§))] <1
¢e8 ¢S
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Where (a) follows from the fact that Xg is injective (hence full column rank, which implies
XXg =1 hence X (X1)T =1).

Therefore, this implies 9.

Now, assume 9, and take A = (X 1) Tsign(w?).

Then, since Xg is injective, we have: X (X1)Tsign(wy) = (X LX) sign(ws) =

sign(wy) = [9]] - ||1(w*)]s, and additionally, from condition 3 in 9:

max |(X Las, sgn(wi))| < 1 = max |(x,, (X]) Tsgn(w}))| < 1 = max |(z4, A)| < 1
¢S (s (s

Therefore, (since that last inequality also implies that for all i € S, (x,, A) € [—1,1] =
O] - |1 (w*)];), we finally have that this A verifies the existence conditions from 8.

]

B.3 Proof of Theorem 2

Proof of Theorem 2. Theorem 2 follows by combining Lemma 3 with Theorem 4 from [57]:
in particular, when plugging from Lemma 3 the value (denoted by A* in Lemma 3 (2)) of
the solution of the dual problem of (B.1), (denoted by v* in Theorem 4) we obtain:

o | = (X3 s
O
Lemma 3. Under Assumptions 5 and 6 , we have, with X* 1= —(XJ)Tw:
(1) —XT"A* € OR(w*)
(2) X* is solution to the dual problem of the noiseless problem below:
(Ixs-noiseless) mui)n R(w)
st. Xw=y (B.1)

Proof. Proof of (1):

We start by re-writing the condition —X "X € dR(w*) (for any given A) into a form
easier to check:

First, recall that R(w) = 152 ||wl[{** + ¢||w]»>. We then have, for any X € R™:
1
{=X"xe0Rw")} = {(1-a)o(| [)(w)>-X"X-ow}  (B2)
(a) . x
= {1 -aw G| ()X A =aw)}  (B3)

L1 - w € conv(rpr(—XTA —aw))}  (B.A)
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Where (a) follows from Proposition 2 and Corollary 3, and (b) from Lemma 4.
Let us now define A* := —(X ) w¥. We then have:

conv(mgr (=X A — aw*)) = conv(ryr(X (X ) wh — aw*)) (B.5)

We now use the fact that :

(A) maxgeg [(Xhae, wg)| < minjes [(Xiz;, w)|

N XT s — & XT * . . .
(B) 0 < o < =<8 (X gy wh)| maxges [(Xsews)| (from the choice of « described in Theorem

2)

llw* oo

Which implies, for all ¢ € S, that:

[1X (Xg)"w§ — aw™[];

—
S
Nl

> [ X(Xg) wg| — [aw|];

= [| X (X$) wgll; — aflw|;

> [| X (X ) wg]l — afw|o

®) * : * *

> 1X (X ) wgl); — min | (Xla;, w5)] + max [(XLar, w3)]
JES les

>

max (X Lz, wg)|
tes

= max|| X (X )Tw]e
(s

© max[| X (X ) wj — aw*|]
(s

Where (a) follows from the reverse triangle inequality, (b) follows from (B), and (c) follows
from the fact that the support of w* is S (so: Vj € S: wj; = 0).

Therefore, for all 7 € S,

(e S:

X (Xg)"ws — aw[i > [|X(X5) wg — aw|],

This allows us to simplify (B.5), given that the hard-thresholding operation selects
the top k-components of a vector (in absolute value) (the conv operation disappears here
because since the inequality above is strict, there are no “ties” when computing the top-k
components (in absolute value)):

Therefore, for all i € [d]:
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fcony (rr(—X A" — aw*))]; = { (()wl,ngigg@g@ —aw; if 1€8 (B.6)
CIXTVX o et i
_ { (():cl,é Zsé é(sy) aw; if €S (B.7)
Fol et i
SR U ®s
RUCRIT ®9
{5 st e (B-10)

Where (a) follows from the following property of the pseudo-inverse for a matrix M,
applied to M = XJ{: MMT(M ")t = (M ")

(This property can be understood using the Singular Value Decomposition (SVD)
expression for the pseudo-inverse [37]: with M = UDVT, we have: MMT(M ")t =
UDV'VD'U'UD'VT =UD 'V = (M")), and (b) follows from the fact that
w™ is the min ¢, norm solution on its support S (as we assumed in Assumption 5), so
Xty = wy (111, 2, Corr. 3, [12], [72]).

Therefore, aggregating (B.10) for all indices, we finally obtain:
conv (mpr(—X A" — aw*)) = (1 — a)w*

That is, A* verifies (B.4).

So to sum up, under Assumptions 6 and 5, we have that, for A* = —(XJ)w}:
— X "A\* € OR(w™).

Note: In addition, since (B.4) is equivalent to (B.2), plugging that value of A* into (B.2)
we also have:

(1 - @) - ) (w) > X7 (XT) v, — o' (B.11)

(This latter equation will be useful in the proof of (2) below)
Proof of (2):

We now turn to proving the second part (i.e. (2)) of Lemma 3.

As described in [57], the dual problem of (B.1) can be written as (see e.g. Definition
15.19 in [8]):
min R*(—X "v) + (y,v) (B.12)

v

where R* denotes the Fenchel Dual of R (see Definition 4 ).
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Let us define, for all v € R™: f(v) = R*(—X "v)
The first order optimality condition of problem (B.12) can be written as:

df(v)+y>0

Which is equivalent to:
—0f(v) >y
Therefore, if we find v such that the expression above is verified, then that v is solution
of (B.12).

Now, from Theorem 23.9 in [76], we have that: —XOR*(—=X "v) C 0f(v) (that is, the
subgradient verifies a similar chain rule as the usual gradient, in one direction of inclusion).

Note now that since R is a-strongly convex (due to the squared ¢ norm term), R* is
differentiable and a-smooth [10] and therefore, its gradient is well defined, so we can rewrite
OR* into VR* (the subgradient is a singleton).

Now, take v* := —(XJ ) w}.
Let us compute VR*(—X 'v*) = VR*(X T (X d)Tw}).
Let us denote z := VR*(X "(XJ)Tw?¥). From 2, we have the following equivalences:
X T (X)) ws € 0R(2)
1
= XT(X)ws € (1-a)a(5]| - IF*)(2) + oz
1
= XT(X§)'ws — oz € (1-a)d(]| [7)(=) (B.13)
Now, we know from (B.11) that taking z := w* satisfies expression (B.13). Therefore:
VR* (- X Tv*) = w*

Now, we can see that the proof is complete, since we know from Assumption 5 that
y = Xw®*. So using the above, we have:

y=Xw"'=XVR(-X"v") € {XVR(-X"v")} = XOR* (- X "v*) C —0f(v")
So to sum up, we have that: y € —9f(v*), which means that v* = —(XJ)Tw} is solution
of the dual problem of (B.1).
0

Theorem 4 ( [57]). Let 6 € ]0,1] and let (w;)ien be the sequence generated by ADGD
(cf. [57]). Assume that there exists X € R™ such that —XTX € OR(w*). Set a = 4|| X~}
and b = 2|| X||||v*||/«, where v* is a solution of the dual problem of (B.1). Then, for every
t>9

|lw, — w*| < até + bt (B.14)

In particular, choosing ts = [cd~'/?] for some ¢ > 0,
|, — w*|| < [a(c+ 1)+ bc_l]dl/z. (B.15)
Proof. Proof in [57] a
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B.4 Useful Results

Here we present some lemmas and theorems that are used in the proofs above:

Theorem 5 (Corollary 4.3.2, [6]). Let fi, ..., f, be m convex functions from R? to R and
define
f=max{fi, ..., fm}

Denoting by I(w) :={i: fi(w) = f(w)} the active indez-set, we have:
Of (w) = conv(U0f;(w) : i € I(w))
Proof. Proof in [0]. O

Lemma 4 (Subgradient of the half-squared top-k norm). Let n be the (half-squared) top
k-norm: n(w) = llwl|3,. We have:

on(w) = conv(ryr(w))

Proof. Let us denote each possible supports of k coordinates from [¢] by Z; for i =1, ..., (Z)
The top-k norm can be written as follows:

n(w) = miaxni(a:) = max{n(w), ..., n(k)(w)}

where each n; = 3|lwz, |3, with wz, the thresholding of w with all coordinates not in Z;
set to 0. Let us denote, for a given w € R, TI(w) C [{] to be the set of supports such
that for any j € II(w): n;(w) = n(w). In other words, II(w) denotes the active index set
described in Theorem 5. Those supports are those which select the top-k components of w
in absolute value (several choices are possible). In other words:

Tr(w) = {wz, : j € (w)}

Now, we know that for all ¢ € (S), n; is differentiable, since n; is simply the half squared ¢
norm of the thresholding of w on a fixed support Z;. Since it is differentiable, its subgradient
is thus a singleton composed of its gradient: dn;(w) = {Vn;(w)} = {wz,}.

Therefore, from Theorem 5, we have:

If (w) = conv(V fi(w) : i € I(w)) = conv(wg, : j € II(x)) = conv(mur(w))

O
Proposition 2 (Proposition 11.3, [76]). For any proper, lsc, convex function f, denote by
f* its Fenchel dual defined above in 4. One has Of* = (0f)~! and df = (0f*)~1L.
Proof. Proof in [76]. O

71



Lemma 5 (Fenchel conjugate of a half squared norm [15] Example 3.27, p. 94). Consider

the function f(w) = L|w|?, where || - | is a norm, with dual norm || - |.. Its Fenchel

conjugate is f*(w) = |jw]|2.

Proof. Proof in [15]. O

Lemma 6 (Dual of the k-support norm, [3], 2.1). Denote by (|| - ||)+ the dual norm of a
norm || - ||. The top-k norm (see Definition 6) is the dual norm of the k-support :

-2 =1 Nl
Corollary 3.
1 9 1
Sp2\*x __ 2
G-I = 5l 11

Proof. Corollary 3 follows from Lemmas 5 and 6. ]

B.5 Proximal operator of the k-support norm

In this section, we describe the method that we use to compute the proximal operator of
the half-squared k-support norm, as is described in Algorithm 1 from [59]. In our code
(available in the supplementary material), we use an existing implementation from the
modopt package [30]. Note that Algorithm 1 from [59] was originally described in a more
general formulation, from which the algorithm described below can be obtained by fixing
a=0,b=1, and ¢ = k (we refer the reader to [59] for more details on what variables a, b,
and c refer to).

Algorithm 4: ( [59], Algorithm 1) Computation of x = PIOXy 2 (w),
with: Yo € Ry : S(a) := 2% min(1, max(0, afw;| — \)).

. d
Initialization: parameter: X. 1. Sort points {Oéz}?il - {\w_)\l’ ﬁ} such that
Jj il j=1

Oéi < O[H_l.
2. Identify points o' and '™ such that S(a’) < k and S(a*!) > k by binary
search.

3. Find o* between o’ and o'*! such that S(a*) = k by linear interpolation.
4. Compute 0;(a*) := min(1, max(0, o*|w;| — X)) fori =1...,d.

5. Return z; = gi"j\ fori=1...,d.

B.6 Experiment with a Correlated Design Matrix

In this section, we describe a simple linear regression setting with a correlated design matrix,
i.e. where the matrix X is formed by n i.i.d. samples from a correlated d-dimensional
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Gaussian random variable { X, .., X4} of zero mean and unit variance, such that:

V(i,7) € {1,...,d}%i# j:B[X;X;] = pli~I,

with p = 0.2. The generated dataset contains n = 100 samples of d = 50 features.
Additionally, the true w* is a 10-sparse vector (with a randomly drawn support), and
y is obtained with a noise vector € created from i.i.d. samples from a random normal
distribution, and rescaled to enforce a given signal to noise ratio (SNR), as follows:

y=Xw"+e€
such that the signal to noise ratio is snr = H)ﬁ:\)l*” (we fix it to snr := 3.). Such a dataset is
generated using the make_correlated_data function from the benchopt package [01]. In

Figure B.1 below, we run the iterative methods from Table 2.2 (IRKSN, IRCR, IROSR and
SRDI) (as well as IHT for comparison), and measure the recovery error ||w — w*|| as well
as the sparsity ||w||o of the iterates. For the parameter &k in IRKSN and THT, we set it to
10 (i.e. the true sparsity of w*). As we can see, IRKSN is the only algorithm that allows
to achieve comparable or lower model error than other algorithms, while staying very close
to the true sparsity of the true model.

Model Error Sparsity

— irke
irer
— it
— irosr
— srdi

1 L— ——

4000

(a) Model error |0 —w*||  (b) Model sparsity ||w]|o

Figure B.1: Iterative regularization methods on a toy experiment with correlated design
matrix.

B.7 Path of IRKSN vs Lasso vs ElasticNet

In this section, we plot in Figure B.2 the path of ElasticNet (with an ¢; ratio of 0.8, i.e. its
penalty is A(0.8] - |1 + 0.2| - ||3)), in addition to the plot of the Lasso path and the IRKSN
path, from section 3.2.2. As we can see, the ElasticNet, as the Lasso, cannot recover the
true sparse vector.
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Figure B.2: Comparison of the path of IRKSN with Lasso and Elasticnet

B.8 Details on the implementation of algorithms

In this section, we present additional details on the experiments from Section 3.2.3. First,
for all the algorithms, we added a preprocessing step that centers and standardizes each
column on the trainset (i.e. substract its mean and divides it by its standard deviation),
and that removes columns that have 0 variance (i.e. column containing the same, replicated
value). We later use this learned transformation on the validation set and the test set.
In addition, we fit the intercept b of the linear regression separately, as is common in
sparse linear regression, by centering the target y before training, and then using the below
formula for the intercept:
b=y — (X,0)

Where 7 is the average of the target vector y, W is the final estimated model on the train set
(fitted with a centered target y — ), and X is the column-wise average of the (preprocessed)
training data matrix X. The prediction of a new preprocessed data sample @] is then

We recode most algorithms from scratch in numpy [41], except for the Lasso, ElasticNet,
and OMP, for which we use the scikit-learn [7!] implementation. For the implementation
of the proximal operator of the (half-squared) k-support norm (used in IRKSN and KSN
penalized), we use the existing implementation from the modopt package [30], that is based
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on the efficient algorithm described in [59]. Below we present the grid-search parameters
for each algorithms, that allowed them to achieve a good performance consistently on all
datasets from Table 3.1. For all iterative regularization algorithms (i.e. SRDI, IROSR,
IRCR, and IRKSN), we monitor the validation MSE every 5 iterations, and choose the
stopping time as the iteration number with the best MSE. For IHT we also compute an early
stopping time based on the validation MSE at each iteration: indeed, IHT is a non-convex
algorithm and therefore the last iterate is not necessarily the best one (decrease is not
ensured at each iteration). We run each iterative algorithm that we reimplemented (IHT,
KSN penalty, SRDI, IROSR, IRCR, IRKSN) with a maximum number of iterations of 500.
Finally, we release our code in the Supplementary Material.

IHT [11] We search k (the number of components kept at each iterations) in an

evenly spaced interval from 1 to d containing 5 values, and search the learning rate 7 in
[0.0001,0.001,0.01,0.1, 1.].

Lasso [33] We use the implementation lasso_path from scikit-learn [71], with its
default parameters, which automatically choses the path of A based on a data criterion.

ElasticNet [102] We use the implementation enet_path from scikit-learn [71],
which similarly as above, automatically chooses the path of A based on a data criterion. In
addition, we choose the recommended values [.1,.5,.7,.9,.95,.99, 1] of ElasticNetCV for
the relative weight of the ¢; penalty.

KSN penalty [3] We choose the strenght of the k-support norm penalty A in [0.1, 1.],
the k (from the k-support norm) in an evenly spaced interval from 1 to d containing 5
values, and we found that simply setting the constant L from [3] (which is the inverse of
the learning rate) to 1e6 achieves consistently good results across all datasets.

OMP |[35] We use the implementation from scikit-learn [7!], and we search k in an
evenly spaced interval from 1 to min(n,d) (indeed, OMP needs k not to be bigger than
min(n,d)) containing 5 values. SRDI [08] We search for the parameters £ and « from
[68], respectively in the intervals [0.0001,0.001,0.01,0.1, 1.] and [0.0001,0.001,0.01,0.1, 1.].
TROSR [39] We search for the parameters n and « respectively in [0.0001, 0.001, 0.01,0.1, 1.]
and [0.0001,0.001,0.01,0.1, 1.].

IRCR [60] For IRSR, we found that setting 7 and o to 20”';”2 (in order to verify the

condition of equation (6) in [60]) consistently performs well on all datasets.

IRKSN (ours) For IRKSN, we search « (from Algorithm 2) in [0.0001, 0.001, 0.01, 0.1, 1, 10],
and k (from the k-support norm), in an evenly spaced interval from 1 to d containing 5 val-
ues. For the RHEE2006 dataset, we found that the hyperparameters need to be tuned slighty
more to attain comparable performance with other algorithms: the reported performance is
for « = 0.6, k = 33, ran for 1,000 iterations.
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